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Executive Summary

A complete Internet voting system could provide voter identification and authentication, voter
registration, election administration, ballot delivery, voting, tabulation, and results reporting. However,
any such electronic voting (eVoting) system must be able to insure privacy and security to the voting
individual, as well as confirmation of their vote. However, there are many federal information systems
that provide secure data transfer of privacy information and data of higher national security that are
arguably far more sensitive than voting information that are currently in use and have met the
requirements of the most stringent security guidance.

In December 2010, CALIBRE cyber security subject matter experts (SMEs) reached out to industry and
federal agency contacts for additional insights on threats capable of launching a successful distributed
denial of service (DDoS) attack or exploiting vulnerabilities associated with an eVoting system. A call for
recommendations and insights was sent to senior cyber security experts and national security advisors.
Additionally, CALIBRE contacted Carnegie Mellon University’s Software Engineering Institute and
Computer Emergency Response Team (CERT) for additional recommendations.

Simultaneously, CALIBRE began base-lining current UOCAVA testing requirements to determine if they
meet current cyber threats. In total, 259 requirements were identified in the UOCAVA Pilot Program Test
document from August 2008—2010. While many are functional requirements, all were evaluated for their
security risk and potential exploit impacts. A security matrix was used to map the requirements to
multiple industry and federal government security best practices and mandated requirements including:
The National Institute of Standards and Technology (NIST), The International Standards Organization
(ISO), Federal Information Security Management Act (FISMA), the Government Accountability Office
(GAO), the Department of Defense (DoD), and Director of Central Intelligence Directive 6/3 Protecting
Sensitive Compartmented Information within Information Systems (DCID 6/3).

Of the 259 requirements identified and evaluated, some only impact one of the three areas (confidentially,
integrity and availability), but others could impact more than one. One hundred fifty requirements
impacted confidentially, 246 impacted integrity, and 191 impacted availability. Of the 259 requirements,
only 41 were categorized as having a low impact to security. However, 130 were considered to have a
medium impact, and 88 were considered to have a high potential impact.

Of the 259 identified UOCAVA Pilot Program Testing Requirements, 186 meet specific federal guidance
in the seven documents and are listed as “compliant” in the security requirements traceability matrix. Of
the 259 requirements, 30 could not be traced directly to a federal requirement in the seven identified
guidance documents. Therefore, it was unknown whether these requirements meet technical security
requirements. Fifteen of the requirements are functional and do not have a security impact, and thereby,
do not need to be reconciled. However, reconciliation with federal or international standards of 15
requirements was recommended. CALIBRE attempted to locate all documents listed as references within
the UOCAVA Pilot Program Testing Requirements to match the 15 to possible requirements listed in
those references. Not all of the references were located. However, of the un-reconciled 15 UOCAVA
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Pilot Program Testing Requirements only 2 were found within the located references and were reconciled.
Of the 13 requirements that were not found, they do follow best business practices.

Fifty-eight requirements were identified as functional (including the 15 mentioned above) and had no
direct impact on security; they are only a functionality of the voting system. The most relevant finding is
that NONE of the requirements that were traced were identified as NOT being compliant with the
guidance, i.e., there are no notable gaps between UOCAVA Pilot Program Testing Requirements and the
security guidance of the seven documents used in this analysis.
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1 Background

The Federal Voting Assistance Program (FVAP) administers the federal responsibilities of the
Presidential designee (Secretary of Defense) under the Uniformed and Overseas Citizens Absentee Voting
Act (UOCAVA) of 1986. The Director, FVAP administers the Act on behalf of the Secretary of Defense.

The Act covers more than six million potential voters including the following:

e Active duty members of the uniformed services including the Coast Guard, commissioned corps
of the Public Health Services, the Merchant Marine, and National Oceanic and Atmosphere
Administration (NOAA);

e Their voting age dependents; and

e U.S. citizens residing outside the United States.

A complete electronic voting (eVoting) system would provide voter identification and authentication,
voter registration, election administration, ballot delivery, voting, tabulation, and results reporting.
However, any such eVoting system must be able to insure privacy and security to the voting individual, as
well as confirmation of their vote.
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2 Scope

The CALIBRE team, in support of FVAP efforts to develop the most secure remote voting capabilities, has
been contracted to provide a technical gap analysis of testing procedures and related policies. In accordance
with established guidance, [including NIST’s research on security issues associated with remote electronic
UOCAVA voting, and in coordination with the FVAP Office, the Wounded Warrior Care and Transition
Policy (WWCTP) Office, and the Election Assistance Commission (EAC)] the CALIBRE team will
conduct a variety of research, analysis, evaluation, and gap mitigation strategies to meet FVAP’s strategic
goals. The primary intent is to improve the policies, processes, and procedures for Wounded Warriors,
disabled military members, military members, their dependents, and overseas civilian voters to register and
vote successfully and securely with a minimum amount of effort.
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3 Methodology

During the months of December 2010 and January 2011, a policy analysis team assembled relevant
UOCAVA and FVAP materials and reviewed all known security-related concerns and policies relative to
the UOCAVA Pilot Program Testing Requirements to understand these security issues. These efforts
included, but were not limited, to the following:

o Identify all currently available UOCAVA, EAC, and FVAP mission and confidentiality policies.

o Identify mission assurance and confidentiality levels.

e Indentify most appropriate federal and industry best practices and guidance. Perform line-at-a-
time comparison of UOCAVA Program Testing Requirements to all the chosen federally
recognized and supported guidance standards.

e Produce a gap analysis and correlate identified security weaknesses with national vulnerability
databases.

e Provide analysis of results.

o Identify mitigating methodologies and approaches when possible.

3.1 Identification of Mission and Data Classification
3.1.1 The Mission of FVAP

FVAP’s mission is to facilitate the absentee voting process for UOCAVA citizens living around the
world. This includes: consulting with state and local election officials; prescribing the Federal Post Card
Application (FPCA) for absentee registration/ballot requests, along with Federal Write-in Absentee
Ballots (FWAB); and distributing descriptive material on state absentee registration and voting
procedures. FVAP has three primary focus areas within its mission:

e Assist military and overseas voters in exercising their right to vote.

e Assist state and local election officials in complying with the requirements of federal law, and in
providing equal voting opportunity for military and overseas voters.

e Advocate for military and overseas voting rights with federal, state and local governments.

3.1.2 Selection of MAC | and Confidentiality Level Sensitive

It is difficult to assign a DoD Mission Assurance Category (MAC) to the e-Voting system. However, in
DoD Directive 8500.1 (Information Assurance) the DoD defines Mission Assurance Category I (MAC I)
as the following: “Systems handling information that is determined to be vital to the operational readiness
or mission effectiveness of deployed and contingency forces in terms of both content and timeliness. The
consequences of loss of integrity or availability of a MAC I system are unacceptable and could include
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the immediate and sustained loss of mission effectiveness. MAC I systems require the most stringent
protection measures.”"

While MAC I relates only to deployed forces outside the continental U.S. (OCONUS) and information
that can affect their mission effectiveness, because the electoral process is considered to be an issue of
national security, the e-Voting system would fall within this MAC level.

As for the confidentiality level (CL)* of the e-Voting system, the data stored in the system most closely
matches the definition of sensitive data. For reasons of national security and for the highest level of
confidentiality appropriate to the electoral process, we are evaluating the systems based on this level of
classified.

Therefore, our analysis of the UOCAVA Pilot Program Testing Requirements in relation to the e-Voting
system has been assigned the highest level Mission Assurance Category of I and confidentiality level of
Classified, and will be evaluated against those Information Assurance (IA) controls.

Table 1. Applicable IA Controls by MAC and CL Level

gésnizgzrﬁfa?it:;afgfe?ategOry e Applicable IA Controls
Encl. 4, Attachments Al (Mission Assurance Category | Controls for

MAC I, Classified Integrity and Availability) and A4 (Confidentiality Controls for DoD
Information Systems Processing Classified Information)

MAC |, Sensitive Encl. 4, Attachments A1 and A5

MAC I, Public Encl. 4, Attachments Al and A6

MAC I, Classified Encl. 4, Attachments A2 and A4

MAC Il, Sensitive Encl. 4, Attachments A2 and A5

MAC Il, Public Encl. 4, Attachments A3 and A6

MAC lll, Classified Encl. 4, Attachments A3 and A4

MAC Ill, Sensitive Encl. 4, Attachments A3 and A5

MAC lll, Public Encl. 4, Attachments A3 and A6

3.1.3 Relevant Government Guidance

The UOCAVA Pilot Program Testing Requirements were derived from 120 references. These references
range from a “Request for Proposal” and the Nevada Gaming Commission and State Gaming Control
Board to IEEE standards®. While a few NIST special publications are listed, there are no references to
current DIACAP guidance—which is needed for certification and accreditation if FVAP requires

! http://www.dtic.mil/whs/directives/corres/pdf/850001p.pdf

2 http://www.dtic.mil/whs/directives/corres/pdf/850001p.pdf, Table E4.T3. Operating Environment Summary by
Confidentiality Levels

* UOCAVA Pilot Program Testing Requirements, Appendix B.
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certification and accreditation (C&A). Of the 259 identified requirements, 99 are security specific (only
32 percent). While UOCAVA made a significant effort to capture and define requirements based on 100-
plus seemingly relevant guidance, we believe that fewer, more succinct references will benefit FVAP in
the technical gap analysis.

Therefore, CALIBRE used seven prevailing IA documents for the Pilot Program Testing Requirements
technical gap analysis. Within the Information Assurance industry there are multiple documents that
provide guidance to civilian agencies, DoD and the intelligence community. For the civilian agencies, the
dominant guiding documents are the NIST Special Publications; for DoD, there is the DIACAP
guidance®; and for the intelligence community, there is the DCID 6/3. These three prevailing guidance
documents are used to support this technical gap analysis for the following reasons. FVAP is a DoD entity,
and therefore, falls under DIACAP processes. FVAP has a mission to support both DoD and civilian
overseas personnel; falling under the NIST guidelines. However, because the electoral process is considered
to be an issue of national security, the DCID 6/3 guidance must also be considered in the technical gap
analysis.

In addition to this guidance, CALIBRE also referenced ISO 17799 (the International Standards
Organization) due to the international requirements of FVAP, and ICD 503 (Intelligence Community
Directive)—which was to replace DIACAP' in the analysis. FISMA guidance’ and Government
Accounting Office (GAO) FISCAM guidance® were also used because they are the mandating documents
guiding all IA requirements within the U.S. Government.

3.1.4 Industry/Federal Data Call

In addition to the UOCAVA Pilot Testing Program gap analysis, CALIBRE has reached out to industry
and federal agency contacts for additional insights on threats capable of launching a successful distributed
denial of service (DDoS) attack on an election system. A data call for recommendations and insights were
sent to 12 senior cyber security experts and national security advisors. Carnegie Mellon University’s
Software Engineering Institute and Computer Emergency Response Team (CERT) were contacted for
additional guidance and recommendations. Aaron Bossert, a senior software exploit analyst for CERT has
recommended that FVAP require vendors to apply the NIST SP-800-137 methodology and tools to the
development and implementation of eVoting software. The recently developed NIST Software Assurance
Metrics and Tool Evaluation (SAMATE) project defines software assurance as a “planned and
systematic” set of activities that ensures that software processes and products conform to requirements,
standards and procedures from the NASA Software Assurance Guidebook and Standard to better achieve
the following:

e Trustworthiness—no exploitable vulnerabilities exist, either of malicious or unintentional origin
(i.e., nothing is transmitted externally that will put the system at risk.)

* DIACAP guidance was intended to be replaced by Intelligence Community Directive (ICD503). However, this
transition has not been widely adopted.

> The Federal Information Security Management Act of 2002.
® GAO Federal Information System Controls Audit Manual (FISCAM), 2009.
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3.1.5

e Predictable Execution—justifiable confidence that software, when executed, functions as intended.

Internet Search

CALIBRE searched the following international vulnerability databases for technical vulnerabilities
associated with the UOCAVA Pilot Program Testing Requirements:

Microsoft Technical Databases
NIST National Vulnerability Database

National Checklist Program (automatable
security configuration guidance in XCCDF
& OVAL)

SCAP (program and protocol that NVD
supports)

SCAP Compatible Tools

SCAP Data Feeds (CVE, CCE, CPE, CVSS,
XCCDF, OVAL)

Product Dictionary (CPE)
Impact Metrics (CVSS)

Common Weakness Enumeration (CWE)
CVE Vulnerabilities—http://cve.mitre.org/
Checklists—http://web.nvd.nist.gov/view/ncp/repository

US-CERT Alerts—http://www.us-cert.gov/cas/
techalerts/

US-CERT Vuln Notes— http://www.kb.cert.org/ vuls/
byupdate?open&start=1&count=10

OVAL Queries—http://oval.mitre.org/
Secunia—http://secunia.com/advisories/search/

packetstorm— http://packetstormsecurity.org/
files/tags/exploit/

SANS Internet storm center— http://isc.incidents.org/

OSVDB—http://osvdb.org/project_aims
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4 Technical Gap Analysis

CALIBRE performed a technical gap analysis to compare existing UOCAVA internally published testing
requirements with multiple federally supported and industry recognized information assurance guidance.
The results were then compared to determine the current protection posture specific to e-Voting in order

to better understand how effective those policies and requirements were in meeting security needs for
eVoting as defined in the current government and industry standards.

This technical gap analysis identifies gaps in the current UOCAVA Pilot Program Testing Requirements

(August 2008) based on guidance from multiple sources. The most widely referenced information
assurance guidance comes from the following federally supported documents:

Table 2. Referenced Guidance

Selected Guidance

Summary

The National Institute of Standards
and Technology (NIST) Special
Publications Series SP800-53A
Rev2.

NIST develops and issues standards, guidelines, and other publications to assist
federal agencies in implementing the Federal Information Security
Management Act (FISMA) of 2002 and in managing cost-effective programs to
protect their information and information systems.

The International Standards
Organizations (ISO) and the
International ElectroTechnical
Commission (IEC)

ISO/IEC 17799:2005 is a code improved protection of practice for information
security management.

The revised ISO/IEC 17799:2005 is the most important standard for managing
information security that has been developed.

The Government Accounting Office
(GAO) Federal Information System
Control Audit Manual (FISCAM)

Provides security requirements for applicable controls specific to the
applications they support. However, they generally involve ensuring that:

- data prepared for entry are complete, valid, and reliable;

- data are converted to an automated form and entered into the
application accurately, completely, and on time;

- data are processed by the application completely and on time, and in
accordance with established requirements; and

- outputis protected from unauthorized modification or damage and
distributed in accordance with prescribed policies.

13 of 47




Federal Voting Assistance Program

Security Gap Analysis of UOCAVA Pilot Program Testing Requirements, FINAL 020811

Selected Guidance

Summary

The FIPS199/200

Standards to be used by all federal agencies to categorize all information and
information systems collected or maintained by or on behalf of each agency
based on the objectives of providing appropriate levels of information security
according to a range of risk levels.

Guidelines recommending the types of information and information systems to
be included in each category.

Minimum information security requirements (i.e., management, operational,
and technical controls) for information and information systems in each such
category.

Standards for categorizing information and information systems collected or
maintained by or on behalf of each federal agency based on the objective of
providing appropriate levels of information security according to a range of risk
levels.

Guidelines recommending the types of information and information systems to
be included in each category.

Minimum information security requirements for information and information
systems in each such category.

The Department of Defense 8500.2

Implements policy, assigns responsibilities, and prescribes procedures for
applying integrated, layered protection of the DoD information systems and
networks.

The Director Central Intelligence
Directive 6/3

Provides uniform policy guidance and requirements for ensuring adequate
protection of certain categories of intelligence information;

Provides guidance to assist an Information System Security Manager (ISSM) or
Information System Security Officer/Network Security Officer, (ISSO/NSO) in
structuring and implementing the security protections for a system.

Intelligence Community Directive
503 (ICD 503)

ICD focuses on a holistic and strategic process for the risk management of
information technology systems, and on processes and procedures designed to
develop the use of common standards across the intelligence community.

CALIBRE created a baseline of current UOCAVA Testing Requirements to determine if they meet current
cyber threats. In total, 259 requirements were identified in the UOCAVA Pilot Program Test document from

August 2008—2010. While many are functional requirements, all were evaluated for their security risk and
potential exploit impacts. Using the NIST guidance, DIACAP guidance and DCID 6/3, the impacts were
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rated as low, medium and high relative to confidentially, integrity, and availability. The definition of the

categories as stated by the three guidance methodologies is shown in the following tables.

Table 3. Operating Environment Summary by Confidentiality Level According to NIST

Security Objective

Potential Impact

Low

Medium

High

Confidentiality

Preserving authorized
restrictions on information
access and disclosure,
including means for
protecting personal privacy
and proprietary information.

The unauthorized disclosure
of information could be
expected to have a limited
adverse effect on
organizational operations,
organizational assets, or
individuals.

The unauthorized disclosure
of information could be
expected to have a serious
adverse effect on
organizational operations,
organizational assets, or
individuals.

The unauthorized disclosure
of information could be
expected to have a severe
or catastrophic adverse
effect on organizational
operations, organizational
assets, or individuals.

Integrity

Guarding against improper
information modification or
destruction; includes ensuring
information non-repudiation
and authenticity.

The unauthorized
modification or destruction of
information could be expected
to have a limited adverse
effect on organizational
operations, organizational
assets, or individuals.

The unauthorized
modification or destruction
of information could be
expected to have a serious
adverse effect on
organizational operations,
organizational assets, or
individuals.

The unauthorized
modification or destruction
of information could be
expected to have a severe
or catastrophic adverse
effect on organizational
operations, organizational
assets, or individuals.

Availability

Ensuring timely and reliable
access to and use of
information. Basic Testing: A
test methodology that
assumes no knowledge of the
internal structure and
implementation detail of the
assessment object.

The disruption of access to or
use of information or an
information system could be
expected to have a limited
adverse effect on
organizational operations,
organizational assets, or
individuals.

The disruption of access to or
use of information or an
information system could be
expected to have a serious
adverse effect on
organizational operations,
organizational assets, or
individuals.

The disruption of access to
or use of information or an
information system could be
expected to have a severe
or catastrophic adverse
effect on organizational
operations, organizational
assets, or individuals.
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Table 4. Operating Environment Summary by Confidentiality Level According to DIACAP

Confidentiality Level

Internal System Exposure

External System Exposure

High (Systems Processing
Classified Information)

¢ Each user has a clearance for all information
processed, stored or transmitted by the
system.

e Each user has access approval for all
information stored or transmitted by the
system.

e Each user is granted access only to
information for which the user has a valid
need-to-know.

* System complies with DoDD C-5200.5
reference (aj) requirements for physical or
cryptographic isolation.

¢ All Internet access is prohibited.

e All enclave interconnections with enclaves
in the same security domain require
boundary protection (e.g., firewalls, IDS,
and a DMZ).

¢ All enclave interconnections with enclaves
in a different security domain require a
controlled interface.

¢ All interconnections undergo a security
review and approval.

Medium (Systems Processing
Sensitive Information)

¢ Each user has access approval for all
information stored or transmitted by the
system.

e Each user is granted access only to
information for which the user has a valid
need-to-know.

e Each IT user meets security criteria
commensurate with the duties of the
position.

¢ All non-DoD network access (e.g., Internet)
is managed through a central access point
with boundary protections (e.g., a DMZ).

¢ All enclave interconnections with enclaves
in the same security domain require
boundary protection (e.g., firewalls, IDS,
and a DMZ2).

¢ All remote user access is managed through
a central access point.

¢ All interconnections undergo a security
review and approval.

Basic (Systems Processing
Public Information)

e Each user has access approval for all
information stored or transmitted by the
system.

e Each IT user meets security criteria
commensurate with the duties of the
position.

* N/A as the purpose of system is providing
publicly released information to the public.
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Table 5. Operating Environment Summary by Confidentiality Level According to DCID 6/3

Level of Concern Confidentiality Indicators (Chapter 4) Integrity Indicators (Chapter 5)

Basic Not applicable to this manual. Reasonable degree of resistance required against
unauthorized modification; or loss of integrity will

have an adverse effect.

High degree of resistance required against
unauthorized modification; or bodily injury might
result from loss of integrity; or loss of integrity will
have an adverse effect on organizational-level
interests.

Medium Not applicable to this manual.

High All Information Protecting Intelligence | Very high degree of resistance required against
Sources, Methods and Analytical unauthorized modification; or loss of life might
Procedures. result from loss of integrity; or loss of integrity will
have an adverse effect on national-level interests;
or loss of integrity will have an adverse effect on
confidentiality.

All Sensitive Compartmented
Information.

Protection Levels According to DCID 6/3

Lowest Formal Access Need To Protection
Clearance Approval Know Level
ﬁfg;e:;tsgtl;al to All Users Have ALL All Users Have ALL (paragralph 4.8.1)
ﬁfgf::tt;:tia' ' | All Users Have ALL NOT ALL Users Have ALL (paragrai h452)
ﬁ:gl;we:sit;:tial to NOT ALL users have ALL Not Contributing to Decision (paragra?;oh 4.8.3)
Secret gzzi(siiz:tributing to Not Contributing to Decision (paragrath 4.8.4)
Un-cleared gzzigz:tributing to Not Contributing to Decision (paragraSph 4.8.5)

There are no additional security requirements under the DCID 6/3 guidance, and the translation of the

confidentiality, integrity and availability is directed at secure compartmented information (SCI) and the
need to know. We’ve taken the high water mark of a High PL1 DCID 6/3 security profile for the

UOCAVA Pilot Program Testing gap analysis.

A Pilot Program Testing Requirements Matrix® was created to map the requirements to multiple industry
and federal government security best practices and mandated requirements as identified in Table 2.

We searched for security weaknesses and gaps by associating UOCAVA Pilot Program Testing

Requirements with the seven guidance documents. Of the 259 requirements identified and evaluated,
some only impact one of the three areas (confidentially, integrity and availability), but others could
impact more than one; 150 requirements impacted confidentially, 246 impacted integrity, and 191

" Director Central Intelligence Directive 6/3, http://www.fas.org/irp/offdocs/DCID_6-3 20Manual . htm#Protection

Levels

¥ See Appendix A: Security Requirements Traceability Matrix
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impacted availability. Of the 259 requirements, only 41 were categorized as having a low impact to
security. However, 130 were considered to have a medium impact, and 88 were considered to have a high
potential impact.

Of the 259 identified UOCAVA Pilot Program Testing Requirements, 186 meet specific federal guidance
in the seven documents and are listed as “compliant” in the security requirements traceability matrix. Of
the 259 requirements, 30 could not be traced directly to a federal requirement in the seven identified
guidance documents. Therefore, it was unknown whether these requirements meet technical security
requirements. Fifteen of the requirements are functional and do not have a security impact, and thereby,
do not need to be reconciled. However, reconciliation with federal or international standards of 15
requirements was recommended. CALIBRE attempted to locate all documents listed as references within
the UOCAVA Pilot Program Testing Requirements to match the 15 to possible requirements listed in
those references. Not all of the references were located. However, of the un-reconciled 15 UOCAVA
Pilot Program Testing Requirements only 2 were found within the located references and were reconciled.
Of the 13 requirements that were not found, they do follow best business practices.

Fifty-eight requirements were identified as functional (including the 15 mentioned above), and had no
direct impact on security; they are only a functionality of the voting system. The most relevant finding is
that NONE of the requirements that were traced were identified as NOT being compliant with the
guidance, i.e., there are no notable gaps between UOCAVA Pilot Program Testing Requirements and the
security guidance of the seven documents used in this analysis.
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5 Recommendations

The industry assumption is that technology is a step behind the high level of encryption. This assumption,
however, is continually challenged by advances in technology. For FVAP, the challenges are further
complicated by the fact that the majority of sophisticated and well-funded threat information is held in a
classified status and is not available for general disclosure. Furthermore, in the computer world,
information a month old is often outdated. The most recent publication, the NIST Draft White Paper on
Security Considerations for Remote Electronic UOCAVA Voting (which is still out for comments),
documents threats to UOCAVA voting systems using electronic technologies for overseas and military
voting. However, by the time it is formally released, the cyber threat community may have ensured that
the information is no longer viable.

Therefore, once the new security requirements have been identified and/or mitigated, they should be
tracked over time to address changes in regulatory compliance, new attack vectors, threats and known
vulnerabilities; the weighing of effort required to protect vulnerabilities will need to be assessed
frequently as new technologies and exploit capabilities are developed or become known.

5.1 Recommendations to the UOCAVA Pilot Program Testing Requirements

CALIBRE recommends that FVAP address the following areas based on identified potential technical
vulnerabilities and security weaknesses within the UOCAVA Pilot Program Testing Requirements. (See
Table 6).

Table 6. Recommendations to the UOCAVA Pilot Program Testing Requirements

Item UOCAVA Req. No. Recommendations
Recommend that the following guidance be referenced and followed. NIST
1 223 SP800-52 provides guidance on protecting transmission integrity using TLS.
’ - Other NIST documents include SP800-81, 800-44, 800-45, 800-49, 800-57, 800-
58, 800-66, 800-77 and 800-81. FIPS 198 also discusses transmission quality.
Recommend that all graphic file formats be tested for corruption from
2. 2.3.1.1 malformed packets. Known vulnerabilities exist with almost all graphic file
formats. Appropriate patches to operating systems must be tested.
3 9312 No recommendation. However, the requirement does not specify how this is to
) B be accomplished.
4, 2.6.2.2 See recommendation for 2.3.1.1.
5. 2.6.23 See recommendation for 2.3.1.1.
6 9711 Recommend that IDS/IPS system(s) SHALL be used that actively monitors,
: o detects, and notifies system administrators of any potential malicious activity.
7. 49.1.3 Recommend the use of application scanning tools such as Fortify 360, Nessus,
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Item UOCAVA Req. No. Recommendations

Lumension etc. to identify source code vulnerabilities.

8. 49.1.4 See recommendation for 4.9.1.3.
9. 5.1.1.1 See recommendation for 4.9.1.3.
10. 5.1.1.2 See recommendation for 4.9.1.3.

Recommend the use of three-factor authentication method to include biometric
11. 5.2.1.1 with a Cross over Error Rates (CER) and Equal Error Rates that meet minimum
DoD requirements.

12. 5.2.1.3 Recommend that passwords conform to DOD minimum requirements.

Recommend that authentication schema SHALL be commensurate with the
13. 5.2.1.12 highest level technically feasible, as this will constantly change as new schemas
become available.

14. 5.3.1.2 See recommendation for 5.2.1.12.

15. 9.5.1.9 Recommend adoption of DoD guidance for erasable media.
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The following table is a list of UOCAVA Pilot Program Testing Requirements that were not found in any
of the seven governmental guidance documents used for the technical gap analysis. The requirements on
this list should be reconciled. (See Table 7).

Table 7. UOCAVA Pilot Program Testing Requirements that are Not Reconciled with

Guidances.
Item Lol L LG DU L UOCAVA Requirement Title
Number
1. 43.1.2 Module Testability
2. 4313 Module Size and Identification
3. 4.7.2.7 Nullify Freed Pointers
4. 4.7.2.8 Do not disable error checks
5. 4.7.2.11 Election Integrity Monitoring
6. 54.1.2 Cast Vote Integrity Storage
7. 5.4.1.3 Cast Vote Storage
8. 5.4.1.4 Electronic Ballot Box Integrity
9. 6.2 Components from Third Parties
10. 6.3 Responsibilities for Tests
11. 7.5.2 Function Configuration Audit (FCA)
12. 8.2.1 TDP Implementation
13. 8.3.4.1 Hardwired and Mechanical implementations of logic
14. 8.3.4.2 Logic Specifications for PLD's, FPGA's and PIC's
15. 8.4.53 Justify Coding Conventions
16. 8.4.6.1 Application Logic Operating Environment
17. 8.4.7.1 Hardware Environment and Constraints
18. 8.4.8.2 Compilers and Assemblers
19. 8.4.8.3 Interpreters
20. 8.4.9.1 Application logic functional specification
21. 9.2.3.3 Traceability of Procured Software
22. 945.1 Ballot Count and Vote Total Auditing
23. 9514 Election Specific Software Identification
24. 9.5.1.7 Compiler Installation Prohibited
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ltem | JOCAVARequirement | ;0\ Requirement Title
Number
25. 9.5.1.8 Procurement of System Software
26. 9.6.1.2 Setup Inspection Record generation
27. 9.6.1.12 Consumables quantity of vote capture device
28. 9.6.1.13 Consumables Inspection Procedures
29. 9.6.1.14 Calibration of vote capture devices components nominal range
30. 9.6.1.15 Calibration of vote capture device components inspection procedure

At this point, CALIBRE researched the UOCAVA Pilot Program Testing Requirements references to
attempt to map the 30 un-reconciled requirements to other guidance. Of the 30 requirements to be

reconciled, 15 were functional and did not have a security impact, and 2 were found in other related
federal references. The remaining 13 requirements could not be mapped to specific federal regulatory

guidance or requirements, but do support best business practices. (See Table 8.)

Table. 8 UOCAVA Security Control Reconciliation

UOCAVA Requirement Impact | Risk Comment
(CL,A)
4.7.2.7 Nullify Freed Pointers . A best coding practice. Recommend that coding follow CMMI
I,A | Medium . ..
level-3 methodologies at a minimum.
- . No specific regulatory requirement for manufactures to perform
6.3 Responsibility for tests LA~ | Medium tests. Normally included within the RFP.
8.3.4.1 Hardwired and mechanical ClA Hich Falls under border logic. This should be addressed within the
implementation logic i & System Security Plan.
8.3.4.2 Logic specification for ClLA High Falls under border logic. This should be addressed within the
PLD's, FPGA's, and PIC's tY g System Security Plan.
8.4.5.3 Justify coding conventions C, I, A | Medium | No specific regulation identified. Can be addressed within the RFP.
No specific NIST or IEEE Requirements identified for COTS runtime
8.4.8.3 Interpreters C Il A Low |code version. However, this should be documented within the
System Security Plan.
—— . . No specific NIST or IEEE Requirements identified for COTS runtime
8491 Appllcatlon logic functional Gl A Low |code version. However, this should be documented within the
specifications .
System Security Plan.
9.5.1.4 Election specific software . This is best security practice, but no specific federal regulatory
. P | Medium . o
identification reference could be identified.
9.5.1.7 Compiler installation . This is best security practice, but no specific federal regulatory
. C, I, A | Medium . .
prohibited reference could be identified.
9.6.1.2 Setup inspection record . Ref. in NIST SP800-100 speaks to security checklists. Should be
. C, I, A | Medium o .
generation addressed within the System Security Plan.
9.6.1.12 Consumables quantity Not a significant risk.
. A Low
of vote capture device
9.6.1.13 Consumables inspection A Low | No specific security risk. Mentioned in NIST H143 and media
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UOCAVA Requirement Impact | Risk Comment
(CLA)
procedures storage. Should be addressed within the System Security Plan.
9.6.1.14 Calibration of vote This should fall under System Security Plan guidance. Should be
capture device components I Medium | addressed within the System Security Plan.
nominal range

Note: for column 2, C=Confidentiality, I=Integrity, and A=Availability.

5.2 Things to Consider
5.2.1 Software Monitoring

Our data call research indicates that several automation specifications exist to support the continuous
monitoring of software assurance, including the emerging Software Assurance Automation Protocol
(SwAAP) that is being developed to measure and evaluate software weaknesses and assurance cases.
SwAAP uses a variety of automation specifications such as the Common Weakness Enumeration (CWE),
which is a dictionary of weaknesses that can lead to exploitable vulnerabilities, and the Common
Weakness Scoring System (CWSS) for assigning risk scores to weaknesses. SWAAP also uses the
Common Attack Pattern Enumeration & Classification (CAPEC)—which is a publicly available catalog
of attack patterns with a comprehensive schema and classification taxonomy—to provide descriptions of
common methods for exploiting software, and the Malware Attribute Enumeration & Characterization
(MAEC), which provides a standardized language for encoding and communicating information about
malware based upon attributes such as behaviors, artifacts, and attack patterns.

5.2.2 Other Secure Systems

There are many federal information systems that provide secure data transfer of privacy information and
data of higher national security that are arguably far more sensitive than voting information and are
currently in use and have met the requirements of the most stringent security guidance. For example, the
EQIP’ and JPAS'? systems have been online for quite some time, and one can draw some very important
parallels to an e-Voting system. They have to support the reality that a user may access it from any
internet-connected computer system, and they must verify the relative security of that system. Another
parallel is that the sensitivity is arguably equal to or greater than an e-Voting system.

Furthermore, the IRS uses the Electronic Federal Tax Payment System (EFTPS). Tax returns contain
considerable privacy information including: name, address, rank, SSN, income, income sources,
deductions, dependents, donations, and investments. However, since 1986, and with over 400 million

® EQIP is the Office of Personnel Managements background investigation tool. It has a diagnostic tool for
evaluating the security of a PC to determine if it meets security requirements. This could also be used for remote
voting via Internet.

' http://www.dss.mil/diss/jpas/jpas.html
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returns, the IRS e-file system has never been compromised. According to the IRS website, the following
facts and information are true.

e The IRS e-file System is not done over e-mail.

o The IRS e-file System has many built-in security features.

o The IRS e-file System employs multiple firewalls.

o The IRS e-file System uses state of the art virus and worm detection.

o The IRS e-file System meets or exceeds all government security standards.

e The IRS e-file System is constantly tested for weaknesses by penetration testing.

e The IRS e-file System has never had a security breach.

e All Internet transmissions will use SSL (Secure Sockets Layer) encrypted security
measures.

IRS e-file transmissions are very secure because the IRS has been extremely diligent in the
design, development, analysis and testing of the current infrastructure and system. IRS e-file
meets or exceeds all government security standards and includes multiple firewalls.

Most e-filed online tax returns are transmitted over phone lines from the return preparer to a
third-party transmitter. From there, the returns are forwarded over secured lines to the IRS.
Intercepting telephone transmissions is quite difficult and requires access to phone company
major transmission lines. Also, to transmit data like tax returns over telecommunications
lines means that the information gets converted into digital format, which could not be easily
read even if it were intercepted.™

Because user confidence and demand is high, the IRS has recently designed and deployed a mobile
application for use across inherently unsecured wireless connection (e.g., iPhone/Android apps).

In addition to these federally supported, secure online capabilities, financial institutions and stock trading
companies (such as eTrade), as well as many healthcare institutions are heavily dependent upon transfer
of privacy based data that supports extremely high system availability and data integrity. All of these
systems must be compliant with federal guidance. If EQIP, JPAS and these others were certified and
accredited and are in use today, then certainly a similar approach and technology could be taken when
considering what risks are acceptable in an e-Voting system.

There is yet another consideration—even though there was a valiant effort made to document the risks
associated with the current overseas voting system, and a hypothetical electronic system has been
discussed, it is very important to make a direct comparison between the current threats to the existing
system and the equivalent threats to a proposed electronic system, such as:

e The current paper-based system is susceptible to “man-in-the-middle” attacks with little or no
mechanisms in place to detect or prevent them.
e Personal information (PII) can be stolen elsewhere and can be used to forge ballots.

" http://www.irs.gov/efile/article/0,,id=121477,00.html
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e Physical signatures are less secure than properly implemented digital ones when it is considered
that even though one can reliably verify that a physical signature is authentic, it is rarely done due
to being prohibitively expensive to implement on this scale.

e This e-Voting system is no more, or less susceptible to DDoS or other types of attack than any other
system; as such it could take advantage of the very well accepted countermeasures to these types of
attacks. (Recently, DDoS attacks directed at Wikil.eaks during the Cablegate scandal proved to be
relatively ineffective, and WikiLeaks dealt with the attack quickly.)

While there are some serious security vulnerabilities that need to be addressed in terms of e-Voting, it is

not impossible to implement a sufficiently secure e-Voting system, assuming that the cost of the
countermeasures is acceptable.
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Appendix A Security Requirements Traceability Matrix
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Appendix C Glossary

This appendix provides definitions for security terminology used within or referenced in this document.

The terms in the glossary are consistent with the terms used in the suite of FISMA-related security
standards and guidelines developed by NIST. Unless otherwise stated, all terms used in this publication
are also consistent with the definitions contained in the CNSS Instruction 4009, National Information

Assurance Glossary.

Activities

Adequate Security
[OMB Circular A130, Appendix I11]

Advanced Persistent Threats

Agency

Allocation

Application

Assessment

An assessment object that includes specific protection related
pursuits or actions supporting an information system that involve
people (e.g., conducting system backup operations, monitoring
network traffic).

Security commensurate with the risk and the magnitude of harm
resulting from the loss, misuse, or unauthorized access to or
modification of information. This includes assuring that systems
and applications used by the agency operate effectively and
provide appropriate confidentiality, integrity, and availability,
through the use of cost effective management, personnel,
operational, and technical controls.

An adversary with sophisticated levels of expertise and
significant resources, allowing it through the use of multiple
different attack vectors (e.g., cyber, physical, and deception), to
generate opportunities to achieve its objectives, which are
typically to establish and extend footholds within the
information technology infrastructure of organizations for
purposes of continually exfiltrating information, and/or to
undermine or impede critical aspects of a mission, program, or
organization, or place itself in a position to do so in the future.
Moreover the advanced persistent threat pursues its objectives
repeatedly over an extended period of time, adapting to a
defender’s efforts to resist it, and with determination to maintain
the level of interaction needed to execute its objectives.

See Executive Agency

The process an organization employs to determine whether
security controls are defined as system specific, hybrid, or
common. The process an organization employs to assign security
controls to specific information system components responsible
for providing a particular security capability (e.g., router, server,
remote sensor).

A software program hosted by an information system.

See Security Control Assessment.
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Assessment Findings

Assessment Method

Assessment Object

Assessment Objective

Assessment Procedure
Assessor

Assurance

Assurance Case
[Software Engineering Institute,
Carnegie Mellon University]

Authentication [FIPS 200]

Authenticity

Authorization (to operate)

Authorization Boundary
[NIST SP 800-37]

Assessment results produced by the application of an assessment
procedure to a security control or control enhancement to
achieve an assessment objective; the execution of a
determination statement within an assessment procedure by an
assessor that results in either a satisfied or other than satisfied
condition.

One of three types of actions (i.e., examine, interview, test)
taken by assessors in obtaining evidence during an assessment.

The item (i.e., specifications, mechanisms, activities,
individuals) upon which an assessment method is applied during
an assessment.

A set of determination statements that expresses the desired
outcome for the assessment of a security control or control
enhancement.

A set of assessment objectives and an associated set of
assessment methods and assessment objects.

See Security Control Assessor.

The grounds for confidence that the set of intended security
controls in an information system are effective in their
application.

A structured set of arguments and a body of evidence showing
that an information system satisfies specific claims with respect
to a given quality attribute.

Verifying the identity of a user, process, or device, often as a
prerequisite to allowing access to resources in an information
system.

The property of being genuine and being able to be verified and
trusted; confidence in the validity of a transmission, a message,
or message originator. See Authentication.

The official management decision given by a senior
organizational official to authorize operation of an information
system and to explicitly accept the risk to organizational
operations (including mission, functions, image, or reputation),
organizational assets, individuals, other organizations, and the
Nation based on the implementation of an agreed upon set of
security controls.

All components of an information system to be authorized for
operation by an authorizing official and excludes separately
authorized systems, to which the information system is
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Authorize Processing

Authorizing Official (AO)
[NIST SP 800-37]

Authorizing Official Designated
Representative [NIST SP 800-37]

Availability [44 U.S.C., Sec. 3542]

Basic Testing

Black Box Testing

Categorization

Chief Information Officer (C10O)
[PL 104-106, Sec. 5125(b)]

Chief Information Security Officer

Common Control [NIST SP 800-37]

Common Control Provider
[NIST SP 800-37, Rev. 1]

connected.
See Authorization.

A senior (federal) official or executive with the authority to
formally assume responsibility for operating an information
system at an acceptable level of risk to organizational operations
(including mission, functions, image, or reputation),
organizational assets, individuals, other organizations, and the
Nation.

An organizational official acting on behalf of an authorizing
official in carrying out and coordinating the required activities
associated with security authorization.

Ensuring timely and reliable access to and use of information.

A test methodology that assumes no knowledge of the internal
structure and implementation detail of the assessment object.
Also known as Black Box Testing.

See Basic Testing.

The process of determining the security category (the restrictive
label applied to classified or unclassified information to limit
access) for information or an information system. Security
categorization methodologies are described in CNSS Instruction
1253 for national security systems and in FIPS 199 for other
than national security systems.

Agency official responsible for: 1) Providing advice and other
assistance to the head of the executive agency and other senior
management personnel of the agency to ensure that information
technology is acquired and information resources are managed in
a manner that is consistent with laws, Executive Orders,
directives, policies, regulations, and priorities established by the
head of the agency; 2) Developing, maintaining, and facilitating
the implementation of a sound and integrated information
technology architecture for the agency; and 3) Promoting the
effective and efficient design and operation of all major
information resources management processes for the agency,
including improvements to work processes of the agency.

See Senior Agency Information Security Officer.

A security control that is inherited by one or more organizational
information systems. See Security Control Inheritance.

An organizational official responsible for the development,
implementation, assessment, and monitoring of common
controls (i.e., security controls inherited by information
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Compensating Security Controls
[NIST SP 800-53]

Comprehensive Testing

Computer Incident Response Team
(CIRT)

Confidentiality [44 U.S.C., Sec. 3542]

Configuration Control
(or Configuration Control) [CNSSI
4009]

Continuous Monitoring

Controlled Interface

Controlled Unclassified
Information

Countermeasures [CNSSI 4009]

systems).

The management, operational, and technical controls (i.e.,
safeguards or countermeasures) employed by an organization in
lieu of the recommended controls in the low, moderate, or high
baselines described in NIST Special Publication 800-53, that
provide equivalent or comparable protection for an information
system.

A test methodology that assumes explicit and substantial
knowledge of the internal structure and implementation detail of
the assessment object. Also known as White Box Testing.

Group of individuals usually consisting of Security Analysts
organized to develop, recommend, and coordinate immediate
mitigation actions for containment, eradication, and recovery
resulting from computer security incidents. Also called a
Computer Security Incident Response Team (CSIRT) or a CIRC
(Computer Incident Response Center, Computer Incident
Response Capability, or Cyber Incident Response Team).

Preserving authorized restrictions on information access and
disclosure, including means for protecting personal privacy and
proprietary information.

Process for controlling modifications to hardware, firmware,
software, and documentation to protect the information system
against improper modifications before, during, and after system
implementation.

Maintaining ongoing awareness to support organizational risk
decisions. See Information Security Continuous Monitoring, Risk
Monitoring and Status Monitoring.

A boundary with a set of mechanisms that enforces the security
policies and controls the flow of information between
interconnected information systems.

A categorical designation that refers to unclassified information
that does not meet the standards for National Security
classification under Executive Order 12958, as amended, but is
(i) pertinent to the national interests of the United States or to the
important interests of entities outside the federal government,
and (ii) under law or policy requires protection from
unauthorized disclosure, special handling safeguards, or
prescribed limits on exchange or dissemination. Henceforth, the
designation CUI replaces Sensitive But Unclassified (SBU).

Actions, devices, procedures, techniques, or other measures that
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Cross Domain Solution

Coverage

Data Loss

Depth

Domain [CNSSI 4009]

Dynamic Subsystem

Environment of Operation
[NIST SP 800-37]

Examine

Executive Agency
[41 U.S.C., Sec. 403]

External Information System

reduce the vulnerability of an information system. Synonymous
with security controls and safeguards.

A form of controlled interface that provides the ability to
manually and/or automatically access and/or transfer information
between different security domains.

An attribute associated with an assessment method that
addresses the scope or breadth of the assessment objects
included in the assessment (e.g., types of objects to be assessed
and the number of objects to be assessed by type). The values for
the coverage attribute, hierarchically from less coverage to more
coverage, are basic, focused, and comprehensive.

The exposure of proprietary, sensitive, or classified information
through either data theft or data leakage.

An attribute associated with an assessment method that
addresses the rigor and level of detail associated with the
application of the method. The values for the depth attribute,
hierarchically from less depth to more depth, are basic, focused,
and comprehensive.

An environment or context that includes a set of system
resources and a set of system entities that have the right to access
the resources as defined by a common security policy, security
model, or security architecture. See Security Domain.

A subsystem that is not continually present during the execution
phase of an information system. Service oriented architectures
and cloud computing architectures are examples of architectures
that employ dynamic subsystems.

The physical surroundings in which an information system
processes, stores, and transmits information.

A type of assessment method that is characterized by the process
of checking, inspecting, reviewing, observing, studying, or
analyzing one or more assessment objects to facilitate
understanding, achieve clarification, or obtain evidence, the
results of which are used to support the determination of security
control effectiveness over time.

An executive department specified in 5 U.S.C., Sec. 101; a
military department specified in 5 U.S.C., Sec. 102; an
independent establishment as defined in 5 U.S.C., Sec. 104(1);
and a wholly owned Government corporation fully subject to the
provisions of 31 U.S.C., Chapter 91.

An information system or component of an information system
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(or Component)

External Information System
Service

External Information System
Service Provider

Federal Agency

Federal Information System
[40 U.S.C., Sec. 11331]

Federal Enterprise Architecture
[FEA Program Management Office]

Focused Testing

Gray Box Testing
High-Impact System [FIPS 200]

Hybrid Security Control
[NIST SP 800-53]

Individuals

that is outside of the authorization boundary established by the
organization and for which the organization typically has no
direct control over the application of required security controls
or the assessment of security control effectiveness.

An information system service that is implemented outside of
the authorization boundary of the organizational information
system (i.e., a service that is used by, but not a part of, the
organizational information system) and for which the
organization typically has no direct control over the application
of required security controls or the assessment of security
control effectiveness.

A provider of external information system services to an
organization through a variety of consumer producer
relationships including but not limited to: joint ventures;
business partnerships; outsourcing arrangements (i.e., through
contracts, interagency agreements, lines of business
arrangements); licensing agreements; and/or supply chain
arrangements.

See Executive Agency.

An information system used or operated by an executive agency,
by a contractor of an executive agency, or by another
organization on behalf of an executive agency.

A business-based framework for government-wide improvement
developed by the Office of Management and Budget that is
intended to facilitate efforts to transform the federal government
to one that is citizen centered, results-oriented, and market-
based.

A test methodology that assumes some knowledge of the internal
structure and implementation detail of the assessment object.
Also known as Gray Box Testing.

See Focused Testing.

An information system in which at least one security objective
(i.e., confidentiality, integrity, or availability) is assigned a FIPS
199 potential impact value of high.

A security control that is implemented in an information system
in part as a common control and in part as a system-specific
control. See Common Control and System-Specific Security
Control.

An assessment object that includes people applying
specifications, mechanisms, or activities.
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Industrial Control System

Information [FIPS 199]

Information Owner
[CNSSI 4009]

Information Resources

[44 U.S.C., Sec. 3502]

Information Security
[44 U.S.C., Sec. 3542]

Information Security Risk

Information Security Architect

Information Security Continuous
Monitoring

Information Security Policy
[CNSSI 4009]

Information Security Program Plan
[NIST SP 800-53]

An information system used to control industrial processes such
as manufacturing, product handling, production, and distribution.
Industrial control systems include supervisory control and data
acquisition systems used to control geographically dispersed
assets, as well as distributed control systems and smaller control
systems using programmable logic controllers to control
localized processes.

An instance of an information type.

Official with statutory or operational authority for specified
information and responsibility for establishing the controls for its
generation, collection, processing, dissemination, and disposal.

Information and related resources, such as personnel, equipment,
funds, and information technology.

The protection of information and information systems from
unauthorized access, use, disclosure, disruption, modification, or
destruction in order to provide confidentiality, integrity, and
availability.

The risk to organizational operations (including mission,
functions, image, reputation), organizational assets, individuals,
other organizations, and the Nation due to the potential for
unauthorized access, use, disclosure, disruption, modification, or
destruction of information and /or information systems.

Individual, group, or organization responsible for ensuring that
the information security requirements necessary to protect the
organization’s core missions and business processes are
adequately addressed in all aspects of enterprise architecture
including reference models, segment and solution architectures,
and the resulting information systems supporting those missions
and business processes.

Maintaining ongoing awareness of information security,
vulnerabilities, and threats to support organizational risk
management decisions.

Aggregate of directives, regulations, rules, and practices that
prescribes how an organization manages, protects, and
distributes information.

Formal document that provides an overview of the security
requirements for an organization-wide information security
program and describes the program management controls and
common controls in place or planned for meeting those
requirements.
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Information Steward

Information System [44 U.S.C., Sec.
3502]

Information System Boundary

Information System Owner
(or Program Manager)

Information System Security
Engineer

Information System Security
Engineering

Information System related
Security Risks

Information System Security
Officer (1SSO) [CNSSI 4009]

Information Technology [40 U.S.C.,
Sec. 1401]

Individual or group that helps to ensure the careful and
responsible management of federal information belonging to the
nation as a whole, regardless of the entity or source that may
have originated, created, or compiled the information.
Information stewards provide maximum access to federal
information to elements of the federal government and its
customers, balanced by the obligation to protect the information
in accordance with the provisions of FISMA and any associated
security- related federal policies, directives, regulations,
standards, and guidance.

A discrete set of information resources organized for the
collection, processing, maintenance, use, sharing, dissemination,
or disposition of information.

See Authorization Boundary.

Official responsible for the overall procurement, development,
integration, modification, or operation and maintenance of an
information system.

Individual assigned responsibility for conducting information
system security engineering activities.

Process that captures and refines information security
requirements and ensures their integration into information
technology component products and information systems
through purposeful security design or configuration.

Information system-related security risks are those risks that
arise through the loss of confidentiality, integrity, or availability
of information or information systems and consider impacts to
the organization (including assets, mission, functions, image, or
reputation), individuals, other organizations, and the nation. See
Risk.

Individual with assigned responsibility for maintaining the
appropriate operational security posture for an information
system or program.

Any equipment or interconnected system or subsystem of
equipment that is used in the automatic acquisition, storage,
manipulation, management, movement, control, display,
switching, interchange, transmission, or reception of data or
information by the executive agency. For purposes of the
preceding sentence, equipment is used by an executive agency if
the equipment is used by the executive agency directly or is used
by a contractor under a contract with the executive agency
which: (i) requires the use of such equipment; or (ii) requires the
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Information Type [FIPS 199]

Integrity [44 U.S.C., Sec. 3542]

Interview

Intrusion Detection and Prevention
System (IDPS)

Joint Authorization

Low-Impact System [FIPS 200]

Malware

Management Controls [FIPS 200]

Measures

use, to a significant extent, of such equipment in the
performance of a service or the furnishing of a product. The term
information technology includes computers, ancillary equipment,
software, firmware, and similar procedures, services (including
support services), and related resources.

A specific category of information (e.g., privacy, medical,
proprietary, financial, investigative, contractor sensitive, security
management) defined by an organization or in some instances,
by a specific law, Executive Order, directive, policy, or
regulation.

Guarding against improper information modification or
destruction, and includes ensuring information non-repudiation
and authenticity.

A type of assessment method that is characterized by the process
of conducting discussions with individuals or groups within an
organization to facilitate understanding, achieve clarification, or
lead to the location of evidence, the results of which are used to
support the determination of security control effectiveness over
time.

Software that automates the process of monitoring the events
occurring in a computer system or network and analyzing them
for signs of possible incidents and attempting to stop detected
possible incidents.

Security authorization involving multiple authorizing officials.

An information system in which all three security objectives
(i.e., confidentiality, integrity, and availability) are assigned a
FIPS 199 potential impact value of low.

A program that is inserted into a system, usually covertly, with
the intent of compromising the confidentiality, integrity, or
availability of the victim’s data, applications, or operating
system or of otherwise annoying or disrupting the victim.

The security controls (i.e., safeguards or countermeasures) for an
information system that focus on the management of risk and the
management of information system security.

All the output produced by automated tools (e.g., IDS/IPS,
vulnerability scanners, audit record management tools,
configuration management tools, asset management tools) as
well as various information security program-related data (e.g.,
training and awareness data, information system authorization
data, contingency planning and testing data, incident response
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Mechanisms

Metrics

Moderate- Impact System [FIPS
200]

National Security Information

National Security System
[44 U.S.C., Sec. 3542]

Net-Centric Architecture

data). Measures also include security assessment evidence from
both automated and manual collection methods.

An assessment object that includes specific protection-related
items (e.g., hardware, software, or firmware) employed within or
at the boundary of an information system.

Tools designed to facilitate decision making and improve
performance and accountability through collection, analysis, and
reporting of relevant performance- related data.

An information system in which at least one security objective
(i.e., confidentiality, integrity, or availability) is assigned a FIPS
199 potential impact value of moderate, and no security
objective is assigned a FIPS 199 potential impact value of high.

Information that has been determined pursuant to Executive
Order 12958 as amended by Executive Order 13292, or any
predecessor order, or by the Atomic Energy Act of 1954, as
amended, to require protection against unauthorized disclosure
and is marked to indicate its classified status.

Any information system (including any telecommunications
system) used or operated by an agency or by a contractor of an
agency, or other organization on behalf of an agency—(i) the
function, operation, or use of which involves intelligence
activities; involves cryptologic activities related to national
security; involves command and control of military forces;
involves equipment that is an integral part of a weapon or
weapons system; or is critical to the direct fulfillment of military
or intelligence missions (excluding a system that is to be used
for routine administrative and business applications, for
example, payroll, finance, logistics, and personnel management
applications); or (ii) is protected at all times by procedures
established for information that have been specifically
authorized under criteria established by an Executive Order or an
Act of Congress to be kept classified in the interest of national
defense or foreign policy.

A complex system of systems composed of subsystems and
services that are part of a continuously evolving, complex
community of people, devices, information and services
interconnected by a network that enhances information sharing
and collaboration. Subsystems and services may or may not be
developed or owned by the same entity, and, in general, will not
be continually present during the full life cycle of the system of
systems. Examples of this architecture include service- oriented
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Operational Controls [FIPS 200]

Organization [FIPS 200, Adapted]

Organizational Information
Security Continuous Monitoring

Patch Management

Penetration Testing

Plan of Action & Milestones
(POA&M) [OMB Memorandum 02-
01]

Potential Impact [FIPS 199]

Reciprocity

Records

architectures and cloud computing architectures.

The security controls (i.e., safeguards or countermeasures) for an
Information system that are primarily implemented and executed
by people (as opposed to systems).

An entity of any size, complexity, or positioning within an
organizational structure (e.g., a federal agency, or, as
appropriate, any of its operational elements).

Ongoing monitoring sufficient to ensure and assure effectiveness
of security controls related to systems, networks, and
cyberspace, by assessing security control implementation and
organizational security status in accordance with organizational
risk tolerance — and within a reporting structure designed to
make real time, data driven risk management decisions.

The systematic notification, identification, deployment,
installation, and verification of operating system and application
software code revisions. These revisions are known as patches,
hot fixes, and service packs.

A test methodology in which assessors, using all available
documentation (e.g., system design, source code, manuals) and
working under specific constraints, attempt to circumvent the
security features of an information system.

A document that identifies tasks needing to be accomplished. It
details resources required to accomplish the elements of the plan,
any milestones in meeting the tasks, and scheduled completion
dates for the milestones.

The loss of confidentiality, integrity, or availability could be
expected to have: (i) a limited adverse effect (FIPS 199 low); (ii)
a serious adverse effect (FIPS 199 moderate); or (iii) a severe or
catastrophic adverse effect (FIPS 199 high) on organizational
operations, organizational assets, or individuals.

Mutual agreement among participating organizations to accept
each other’s security assessments in order to reuse information
system resources and/or to accept each other’s assessed security
posture in order to share information.

The recordings (automated and/or manual) of evidence of
activities performed or results achieved (e.g., forms, reports, test
results), which serve as a basis for verifying that the organization
and the information system are performing as intended. Also
used to refer to units of related data fields (i.e., groups of data
fields that can be accessed by a program and that contain the
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complete set of information on particular items).

Risk [FIPS 200, Adapted] A measure of the extent to which an entity is threatened by a
potential circumstance or event, and typically a function of: (i)
the adverse impacts that would arise if the circumstance or event
occurs; and (ii) the likelihood of occurrence. >

Risk Assessment The process of identifying risks to organizational operations
(including mission, functions, image, and reputation),
organizational assets, individuals, other organizations, and the
Nation, resulting from the operation of an information system.
Part of risk management, incorporates threat and vulnerability
analyses, and considers mitigations provided by security controls
planned or in place. Synonymous with risk analysis.

Risk Executive (Function) An individual or group within an organization that helps to

[NIST SP 800-37] ensure that: (i) security risk- related considerations for individual
information systems, to include the authorization decisions, are
viewed from an organization- wide perspective with regard to
the overall strategic goals and objectives of the organization in
carrying out its missions and business functions; and (ii)
managing information system- related security risks is consistent
across the organization, reflects organizational risk tolerance,
and is considered along with organizational risks affecting
mission/business success.

Risk Management The program and supporting processes to manage information
security risk to organizational operations (including mission,
functions, image, reputation), organizational assets, individuals,
other organizations, and the Nation, and includes: (i) establishing
the context for risk- related activities; (ii) assessing risk; (iii)
responding to risk once determined; and (iv) monitoring risk
over time.

Risk Monitoring Maintaining ongoing awareness of an organization’s risk
environment, risk management program, and associated
activities to support risk decisions.

Risk Response Accepting, avoiding, mitigating, sharing, or transferring risk to
organizational operations (i.e., mission, functions, image, or

12 Note: Information system-related security risks are those risks that arise from the loss of confidentiality, integrity,
or availability of information or information systems and reflect the potential adverse impacts to organizational
operations (including mission, functions, image, or reputation), organizational assets, individuals, other
organizations, and the nation. Adverse impacts to the nation include, for example, compromises to information
systems that support critical infrastructure applications or are paramount to government continuity of operations as
defined by the Department of Homeland Security.
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Risk Tolerance

Safeguards [CNSSI 4009]

Security Authorization

Security Categorization

Security Controls [FIPS 199]

Security Control Assessment

Security Control Assessor

Security Control Baseline [FIPS 200,
Adapted]

Security Control Effectiveness

Security Control Enhancements

Security Control Inheritance

reputation), organizational assets, individuals, other
organizations, and the Nation.

The level of risk an entity is willing to assume in order to
achieve a potential desired result.

Protective measures prescribed to meet the security requirements
(i.e., confidentiality, integrity, and availability) specified for an
information system. Safeguards may include security features,
management constraints, personnel security, and security of
physical structures, areas, and devices. Synonymous with
Security Controls and Countermeasures.

See Authorization.

The process of determining the security category for information
or an information system. Security categorization methodologies
are described in CNSS Instruction 1253 for national security
systems and in FIPS 199 for other than national security
systems.

The management, operational, and technical controls (i.e.,
safeguards or countermeasures) prescribed for an information
system to protect the confidentiality, integrity, and availability of
the system and its information.

The testing and/or evaluation of the management, operational,
and technical security controls in an information system to
determine the extent to which the controls are implemented
correctly, operating as intended, and producing the desired
outcome with respect to meeting the security requirements for
the system.

The individual, group, or organization responsible for
conducting a security control assessment.

One of the sets of minimum security controls defined for federal
information systems in NIST Special Publication 800-53 and
CNSS Instruction 1253.

The measure of correctness of implementation (i.e., how
consistently the control implementation complies with the
security plan) and by how well the security plan meets
organizational needs in accordance with current risk tolerance.

Statements of security capability to: (i) build in additional, but
related, functionality to a basic control; and/or (ii) increase the
strength of a basic control.

A situation in which an information system or application
receives protection from security controls (or portions of security
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Security Domain [CNSSI 4009]

Security Impact Analysis

Security Management Dashboard
[NIST SP 800-128]

Security Objective [FIPS 199]

Security Plan

Security Policy [CNSSI 4009]

Security Posture

Security Requirements [FIPS 200]

Senior (Agency) Information
Security Officer (SISO) [44 U.S.C.,
Sec. 3544]

controls) that are developed, implemented, assessed, authorized,
and monitored by entities other than those responsible for the
system or application; entities either internal or external to the
organization where the system or application resides. See
Common Control.

A domain that implements a security policy and is administered
by a single authority.

The analysis conducted by an organizational official to
determine the extent to which changes to the information system
have affected the security state of the system.

A tool that consolidates and communicates information relevant
to the organizational security posture in near-real time to
security management stakeholders.

Confidentiality, integrity, or availability.

Formal document that provides an overview of the security
requirements for an information system or an information
security program and describes the security controls in place or
planned for meeting those requirements. See System Security
Plan or Information Security Program Plan.

A set of criteria for the provision of security services.

The security status of an enterprise’s networks, information, and
systems based on IA resources (e.g., people, hardware, software,
policies) and capabilities in place to manage the defense of the
enterprise and to react as the situation changes.

Requirements levied on an information system that are derived
from applicable laws, Executive Orders, directives, policies,
standards, instructions, regulations, procedures, or organizational
mission/business case needs to ensure the confidentiality,
integrity, and availability of the information being processed,
stored, or transmitted.

Official responsible for carrying out the Chief Information
Officer responsibilities under the Federal Information Security
Management Act (FISMA) and serving as the Chief Information
Officer’s primary liaison to the agency’s authorizing officials,
information system owners, and information system security
officers. Note: Organizations subordinate to federal agencies
may use the term Senior Information Security Officer or Chief
Information Security Officer to denote individuals filling
positions with similar responsibilities to Senior Agency
Information Security Officers.
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Senior Information Security Officer

Specification

Status Monitoring

Subsystem

Supplementation (Assessment
Procedures)

Supplementation (Security
Controls)

System

System Security Plan [NIST SP 800-
18]

System-Specific Security Control
[NIST SP 800-37]

System Development Life Cycle
(SDLC)

Tailored Security Control Baseline

Tailoring [NIST SP 800-53, CNSSI
4009]

See Senior Agency Information Security Officer.

An assessment object that includes document-based artifacts
(e.g., policies, procedures, plans, system security requirements,
functional specifications, and architectural designs) associated
with an information system.

Monitoring the information security metrics defined by the
organization in the information security continuous monitoring
strategy.

A major subdivision of an information system consisting of
information, information technology, and personnel that
performs one or more specific functions.

The process of adding assessment procedures or assessment
details to assessment procedures in order to adequately meet the
organization’s risk management needs.

The process of adding security controls or control enhancements
to a security control baseline from NIST Special Publication
800-53 or CNSS Instruction 1253 in order to adequately meet
the organization’s risk management needs.

See Information System.

Formal document that provides an overview of the security
requirements for an information system and describes the
security controls in place or planned for meeting those
requirements.

A security control for an information system that has not been
designated as a common security control or the portion of a
hybrid control that is to be implemented within an information
system.

The scope of activities associated with a system, encompassing
the system’s initiation, development and acquisition,
implementation, operation and maintenance, and ultimately its
disposal that instigates another system initiation.

A set of security controls resulting from the application of
tailoring guidance to the security control baseline. See Tailoring.

The process by which a security control baseline is modified
based on: (i) the application of scoping guidance; (ii) the
specification of compensating security controls, if needed; and
(iii) the specification of organization defined parameters in the
security controls via explicit assignment and selection
statements.
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Tailoring (Assessment Procedures)

Technical Controls [FIPS 200]

Test

Threat [CNSSI 4009, Adapted]

Threat Assessment [CNSSI 4009]

Threat Information

Threat Source [FIPS 200]

Vulnerability [CNSSI 4009]

Vulnerability Assessment [CNSSI
4009]

White Box Testing

The process by which assessment procedures defined in Special
Publication 800-53 A are adjusted, or scoped, to match the
characteristics of the information system under assessment,
providing organizations with the flexibility needed to meet
specific organizational requirements and to avoid overly
constrained assessment approaches.

The security controls (i.e., safeguards or countermeasures) for an
information system that are primarily implemented and executed
by the information system through mechanisms contained in the

hardware, software, or firmware components of the system.

A type of assessment method that is characterized by the process
of exercising one or more assessment objects under specified
conditions to compare actual with expected behavior, the results
of which are used to support the determination of security
control effectiveness over time.

Any circumstance or event with the potential to adversely impact
organizational operations (including mission, functions, image,
or reputation), organizational assets, individuals, other
organizations, or the nation through an information system via
unauthorized access, destruction, disclosure, modification of
information, and/or denial of service.

Process of formally evaluating the degree of threat to an
information system or enterprise and describing the nature of the
threat.

Information about types of attacks rather than specific threat
actors.

The intent and method targeted at the intentional exploitation of
a vulnerability or a situation and method that may accidentally
trigger a vulnerability. Synonymous with Threat Agent.

Weakness in an information system, system security procedures,
internal controls, or implementation that could be exploited or
triggered by a threat source.

Formal description and evaluation of the vulnerabilities in an
information system.

See Comprehensive Testing.
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Pilot Program Testing Requirements Security Gap Analysis

FVAP Security Requirement Traceability Matrix POC Name: Michael Teribury (CALIBRE) Jim Martin (CALIBRE)
POC Phone: (703) 588-8104 (703) 588-1179
POC E-Mail: michael.teribury.ctr@fvap.gov James.Martin@calibresys.com
Last Update: Jan. 31, 2011
UOCAVA REQ. No. UOCAVA TEST REQ. TEST METHOD TEST ENTITY POTENTIAL IMPACT
1) 2 ()] ) 5)

UOCAVA REQ. Number from
"UOCAVA Pilot Program Test

. Requirements"
Requirements” a

UOCAVA Req. from "UOCAVA Pilot Program Test

UOCAVA Req. Test Method:
Functional or Inspection

Test Entity: EAC, Manufacturer, or VSTL

NIST SP800-30: The next major step in measuring level of risk is to determine the adverse
impact resulting from a successful threat exercise of a vulnerability.

« System mission (e.g., the processes performed by the IT system)

« System and data criticality (e.g., the system’s value or importance to an organization)

« System and data sensitivity.

Rated on a Low, Midium or High Impact

The following list provides a brief description of each security goal and the consequence (or
impact) of its not being met:

Loss of Integrity. System and data integrity refers to the requirement that information be
protected from improper modification.

Loss of Availability. If a mission-critical IT system is unavailable to its end users, the
organization’s mission may be affected.

Loss of Confidentiality. System and data confidentiality refers to the protection of information
from unauthorized disclosure. The impact of unauthorized disclosure of confidential information
can range from the jeopardizing of national security to the disclosure of Privacy Act data.
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LEGEND: TEST METHOD
Pilot Program Testing Requirements Security
Gap Analysis
Gap Risk Analy:
FVAP Security Requirement Traceability Matrix [A=ANALYSIS
EMONSTRATION
. Impact "
Risk P: Compliant
Rating
I=INSPECTION Reconciled
in other
] Identified Reference Documentation
g
8
Last Update: Jan. 31, 2011 T=TEST 2 = 3 |~ | (Yes or No)
S|l2|£]3 £ T[22
£ €|5[2 =l a 5
s|5|B8[E[2|2|5|8|2| 2 (82
UOCAVA REQ. No. UOCAVA TEST REQ. TEST | resT ENTITY POTENTIAL IMPACT NIST 1A |ISOJIEC) NIST | GAO | DOD 'l peip g/ Rse\‘j-;eaig:::? Mitagating IA Control :E £ 5 HI - ; § g
© g METHOD @ VERIFICATION | Control | Control | 17799 | SPB00-26 | FISCAM | 8500.2 | 12> e g 55) 8 g | e
@3 METHOD (6) | No.(7) |Name(8)| (9) (10) (1) (12) 19 2
Each module SHALL have a specific function that can be o reference Found in Voting Systems Standards produced by the EAC.
14.3.1.2 Module testabity tested and veriied independently from the remainder of the [Inspection | Manufacturer |Relates to software integrity I=INSPECTION None | None None None None | None | None [None 1 1 1 Yes |Other references relate to cryptographic modules within NIST
documentation identied
code. Guidance and FIPS
Good coding practices woud dictate that modules be easily identied.
|The IEEE Software Engineering Body of Knowledge (SWEBOK)
14.3.1.3 Module size and identification Modules SHALL be small and easily identi inspection | Manufacturer [Relates to software integrity I=INSPECTION None | None None None None | None | None [Nomme NA 1 1 11 Yes |provides exception guidance and best practice knowledge that has
been vetted by hundreds of industy experts. However, none of the
additional reference documents speak to size of the modules.
[ pointers are used, any pointer variables that remain within Good coding practices woud dictate that all Nul Pointers are reset.
o . any b |Additionally, there are specific requirements that agencies must follow
scope after the memory they point to is deallocated SHALL Integrity and Availabiliy: Relates to software e T s OB,
14.7.2.7 Nullfy freed pointers be set to null or marked as invalid (pursuant to the idiom of [Inspection | Manufacturer |quality and best programming practices. No | I<INSPECTION None | None None None None None None  [None None 1)1 1 1 MO e e Prvacy Proveione of the £ 0
the programming language used) after the memory they specific security control, Covermment AC‘"M ooz :mame ﬂfy
point to is deallocated. . -
[The voting system SHALL proactively detect or prevent
basic violations of election integrity (e.0., stuffing of the
14.7.2.11 Election integrity monitoring ballot box or the accumulation of negative votes) and alert [Inspection | Manufacturer |N/A to IT Security capability |=INSPECTION None None None None None None None  |None Identified NIA 1 1 1] 1 Yes  |Arequirementof 4.1.4 of The Voting Over the Intemnet Pilot Project
an election official or administrator if such violations they
oceur.
Federal Information
[The integrity and authenticity of each individual cast vote Processing Standard 186- g
5.4.1.2 Cast vote integrity; storage SHALL be preserved by means of a digital signature during [Functional VSTL  |Functional Requirement. Loss of Integrity.  |[T=TEST None None None None None None None |3, Digital Signature NIA 1 1)1 1 Yes ;f::d':'n""('g's'“sa)‘“’D’:;l";ﬁii"goﬁ‘:maw 186-3, Digital Signature
storage. Standard (0SS), Draft g
March 2006
Federal Information
Processing Standard 186-
5.4.1.3 Cast vote storage Cast vote data SHALL NOT be permanenty stored on the | gngy VSTL  |Functional Requirement. Loss of Integrity. ~ |T=TEST None | None None None None | None | None |[3,Digial Signature NiA 1 1 1] 1 Yes |ederal Information Processing Standard 186-3, Digital Signature
\vote capture device. Standard (DSS), Draft March 2006
Standard (0SS), Draft
March 2006,
Federal Information
Processing Standard 186-
5.4.1.4 Electronic ballot box integity The integrity and authenticty of the electronic ballot box [ o vstL  |Functional Requirement. Loss of ntegrity | oot N - - R None | Nome | None |3 Digial Signature A N N s Vves |Federal information Processing Standard 186-3, Digital Signature
SHALL be protected by means of a digital signature. andlor Confidentialty. Standard (DSS), Draft March 2006
Standard (0SS), Draft
March 2006
|A manufacturer who does not manufacture all the Nothing found in
components of its voting system, but instead procures o oo I The June 2010 Accessibility and Usability Consideration of Remote
components as standard commercial tems for assembly oss of Inegriy, avaiabilty andlor ocimentation. However, Voting Systems DRAFT Whitepaper prepared by NIST discusses 3rd
6.2 Components from Third Parties and integration into a voting system, SHALL verify that the |Inspection | Manufacturer |05 *1 "1e9" " I=INSPECTION None | None None None None | None | None [OCumenAion HOWNE s 111 1 1 Yes |party components. It specifically recommends that "design and test
supplier manufacturers follow documented quality Y i ohother publcation Voting system components against standards and guidelines for
assurance procedures that are at least as stringent as those| e interoperabilty and test all liely configurations.”
involving acquisitions.
used internally by the voting system manufacturer.
63 for Tests
Manufacturer SHALL be responsible for performing all Nothing found in
quaity assurance tests, acquiring and documenting test referencle
data, and proviing test repors for examination by the |\ oo | Vanutacturer foss o Integriy or avaiabity INSPECTION v | oo R o None | Nome | None |documentation. However, || 2l N N No |Noreference materials define responsibilty for manufacturer to test
VSTL as part of the national certification process. These ihis may be referenced systems.
reports SHALL also be provided to the purchaser upon within another publication
request. involving acquisitions.
The Functional Configuration Audit is conducted by the
IVSTL to verify that the voting system performs all the
funclions described 1 e system documentation. Technical Guidelines Development Committee to the Election
oadiren and ralated co Men’:mns‘{‘se b aunmort this |Assistance Commission: A reference was located in Chapter 4:
it for all voting system components; ant b. Brovide the Documentation and Design Reviews (Inspection) under section 4.1-A
7.5.2 Functional Configuration Audit (FCA) following information to support this audit: c. Copies of al |-“"<tonal/ VSTL  [ConfigurationTesting 1=INSPECTION None | None | None None | MNone | MNone | None NA 111 1 1 Yes [Applieslo Voling Systems: An accrediled test lab SHALL verly that
o o e obies or &l | Inspection the documentation subitted by the manufacturer in the TDP meets
fes“ng ot ayatom tosting. . Copioe of :H ‘es‘gcases all the requirements applicable to the TDP, is sufficient to enable the
generaed for each module and imegrotion tee, and sarplel Inspecions speifed i hiscraptr,and i suficiet o erabl ess
ballot formats or other test cases used for system tests; and| P
e. Records of alltests performed by the procedures listed
above, including error corrections and retests.
8.2.1 TDP Implementation Statement [The TDP SHALL include an implementation statement.  [Inspection | Manufacturer |Documentation I=INSPECTION None | None None None None | None | None [None NA 1 1 11 Yes :;:SE':g”‘:e(’:“;’;“; Oy mentioned n the VVSG Recommendations to
NIST SP800-53
Reference: An information|
system used to control
industrial processes such
as manufacturing,
product handiing,
production, and
For each non-COTS hardware component (e.g., an distribution. Industrial
appiication-specifi integrated circuit or a manufacturer- control systems include |l Documentation of
PPl P 0 Y boarder logic and I This falls under "border Logic" within the definition found in Appendix A|
8.3.4.1 Hardwired and mechanical specific integration of smaller components), manufacturers Industrial controlllogic could impact - supervisory control and
inspection | Manufacturer I=INSPECTION None | None None None None | Nome | None identifcation of al 111 1 1 No [of VWWSG-0807. This does represent a significant threat to integrity and|
implementations of logic SHALL provide complete design and logic specifications, Confidentialty, Integrity andor Availabilty. data acquisition systems
devices. Border logic confidentiality.
such as Computer Aided Design and Hardware Description used to control
should be minimized.
Language files. geographically dispersed
assets, as well as
distributed control
systems and smaller
control systems using
programmable logic
controllers to control
localized processes.




8.3.4.2 Logic specifications for PLDs, FPGAs and
PiCs

For each Programmable Logic Device (PLD), Field-
Programmable Gate Array (FPGA), o Peripheral Interface
Controller (PIC) that is programmed with non- COTS logic,

Industrial controll logic could impact

NIST SP800-53
Reference: An information|
system used to control
industrial processes such

control systems include
supervisory control and

Full Documentation of
boarder logic and

I This falls under "border Logic" within the definition found in Appendix A|

ot SHALL broside complets ol Iinspection | Manufacturer [ J0e B O o Rusiabily, || <NSPECTION None | None None None Nore | None | Nore |G s [endfaton o al 1 No [of VVSG-0807. This does represent a significant threat to integrity and]
specifications, such as Hardware Description Language used to control tevices. Border logic
should be minimized.
files or source code. geographically dispersed
assets, as well as
distributed control
systems and smaller
control systems using
programmable logic
controllers to control
localized processes.
ST
References coding
practices.
DCID 6/3: 1.H.1 In the
following pages, the term
good engineering
practice” refers to the
state of the
engineering art for
commercial systems that
have equivalent problems
and solutions;
a good engineering
practice by defintion ., pocumentation of
Manufacturers SHALL furish evidence that the selected Documentation normally contained within the meets commercial poarder lgio and [There is a discussion DRAFT posted on Dec. 1, 2006 regarding
i B ) System Security Plan under “robustness’ - requirements. These coding convention and logic verification that was prepared by NIST for
8.4.5.3 Justify coding conventions coding conventions are “published" and “credible” as inspection | Manufacturer I=INSPECTION None | None None None None | Nome | None 1 par |dentification of all 1 No s Rl i Pl iy A
opetibed n secton 4.5 Could impact Integrity, Availability and/or pracices are usualy part [¢TITOR 008 the is paper outiines specific requirements and guidance for
Confidentiality. of the normal installation coding best praciices.
and design
and operating procedures
systems. When placing
security reliance on items
that implement good
practice (such as
commercial off-the shelf
(COTS) software), the
DAAS or their
designees shall vriy that
ihe item(s) are set up
properly and are
Manufacturers SHALL describe or make reference 1o all Documentation normaly contained wiin the e hrough PRI
8.4.6.1 Application logic operating environment |operating environment factors that influence the design of |Inspection | Manufacturer |>YStem Security Plan under "robustness |=INSPECTION None. None. None. None None. None. None [None el ! 1 Yes  |NIST SP800-18 provides guidance for operating environements.
cppication logic. Coud impact Integiy, Avaiabiity and/or controls and related
Manufacturers SHALL identity and describe the hardware
characteristcs that influence the design of the application
logic, such as: a. Logic and arithmetic capabilty of the g“:‘“e':‘egf:c‘:j“n"w";:':naE‘g;::"?g;i‘;:’gs': the e hrough PRI
8.4.7.1 Hardware environment and constraints  {processor; b. Memory read-write c ol mpact Integrty. Avatlabiity angior | -NSPECTION None None None None None None None  [None Controls and related 1 Yes  |NIST SP800-18 provides guidance for operating environements.
memory device characteristics; d. Peripheral device oot : A,
interface hardware; e. Data inputioutput device protocols; Y d
and 1. Operator controls, indicators, and displays.
For systems containing compiled or assembled application ocumentation normally cartained vithin the None. Only references |None. Only references. e TGDC Recommendations from August, 2007 spacly
logic, manufacturers SHALL identify the COTS compilers or - backups should provide [backups should provide
8.4.8.2 Compilers and assemblers e erblers used 1 the aneration o excoutoble coe. and |SPeCtion | Manufacturer |System Security Plan. Couid mpact Integrty. |I<INSPECTION None | None None None None | Nome | Name |mCbs S ot o e pratoston of 1 Yes |requirements. There are numerous IEEE standards and requirements
. |Availability andor Confidentiaity, defined that relate to compilers and assemblers.
ihe specific versions thereof. compilers. compilers.
8.4.8.3 Interpreters For systems containing interpreted application logic, ocumentation normally cartained vithin the None. Only references |None. Only references.
manufacturers SHALL specify the COTS runtime interpreter - backups should provide [backups should provide
inspection | Manufacturer |System Security Plan. Could impact Integrity, [I<INSPECTION None | None None None None | Nome | None 1 No  |No specific NIST or IEEE requirement located.
that SHALL be used to run this code, and the specific n for the protection of |for the protection of
vailability andlor Confidentiaity.
version thereof. compilers. compilers.
6.4.9.1 Application logic functional specification | Manufacturers SHALL provide a description of the operating| Documentation normally contained within the
modes of the system and of application logic capabiliies to [Inspection | Manufacturer [System Security Plan. Could impact Integrity, |I<INSPECTION None | None None None None | None | None [None None 1 No  [No specific NIST or IEEE requirement located.
perform specific functions Availabilty andior C:
The system description SHALL include a declaration that
9.2.3.3 Traceabilty of procured software procured software items were obtained directly from the [Inspection | Manufacturer ;Szja‘;f;""“e"“a“‘y' Integrity andfor I=INSPECTION None | None None None None | Nome | None 1 ves |Lhe DOF has a specifcrequrementforraceabilty of procured
manufacturer or from a licensed dealer or distributor.
[The system's user documentation SHALL fully specify a
9.4.5.1 Ballot count and vote total audiing secure, transparent, workable and accurate process (or  |qpecion | Manufacturer |Loss of data Integrity I=INSPECTION None | None None None None | None | None [None None 1 ves |IEEE P1583 speaks (o voling system standards for election accuracy,
producing all records necessary to verify the accuracy of thel and auditable results
electronic tabulation resul
Vanufacturers SHALL idently election speciic sofware i Special denotation within [This requirement s not clear as to its meaning. Now references
9.5.1.4 Election specific software identiication ~[/2"\1acrer SHALL 1 inspection | Manufacturer  [No securiyt impact I=INSPECTION None | None None None None | None | None [None ihe supplied No - |avaiabl. Hoever, i s good securty pracice and shoud be
followex
[The software installation procedures used to install software| No direct security implication of this addifion to Eﬂ)‘iﬁiﬁ"ﬂl‘f o
95,17 Compler installation prohibied on programmed devices of the system SHALL specify that |, oo |\ ihe documentation. However, installation of | coe o = || =5 - - Noe | Nome | Nome |opetitcuicamcean . |None N No  [Now references available. However,this is a good securiy pracice an
no compilers SHALL be installed on the programmed compilers could impact confidentiality, e wiin the should be followed
device. availablity and integrity.
referenced documetation.
NIST SP800-100 States
in addition, developing a
security requirements
checkiist based on the
security requirements
specified for the system
9.6.1.2 Setup inspection record generation The setup inspection process SHALL describe the records | qpecion | anufacturer |1™1S feguirement could impact Confidentiality . \spgcrion None | None None None None | None | None |during the conceptual, |None 1 No  |No specific reference documentation for this requirement
that result from performing the sefup inspection process. andor integrity and availability. esign,and
implementation phases of
ihe SDLC can be used to
provide a 360-degree
inspection of the system.
[This is specific to the voting system. NIST H143 makes a brief
516,112 Consumables quantiy of vote capiure | MaNUIECIUTErs SHALL provide a st of consumables o speciic 1A Control reference to consumables. However, this is a reasponable
associated with the vote capture device, including estimatec|inspection | Manufacturer [No known security risk. I=INSPECTION None | None None None None | Nome | None None No |requirement. Media storage is a requirement of NIST guidance for
device referenced.
number of usages per quantity of consumable DIACAP, and while it is not specifically mentioned, it would be
reasonable to assume that it would fall under this guidance.
[This is specific to the voting system. NIST H143 makes a brief
Manufacturers SHALL provide the procedures to inspect o speciic 1A Control reference to consumables. However, this is a reasponable
9.6.1.13 Consumable inspection procedure the remaining amount of each consumable of the vote  [Inspection | Manufacturer [No known security risk. I=INSPECTION None | None None None None | None | None [NOPectc None No |requirement. Media storage is a requirement of NIST guidance for
capture device DIACAP, and while it is not specifically mentioned, it would be
reasonable to assume that it would fall under this guidance.
Manufacturers SHALL provide  lst of components
9.6.1.14 Calibration of vote capture device associated with the vote capture devices that require \nspection | Manufacturer |No known securit risk. -INSPECTION e ||t - - None | Nome | None |NospecificiAcConwol [\ No |This shouid fall inder the SSP guidance. However, this is election
nominal range calibration and the nominal operating ranges for each referenced. specific, and no other reference documentation was located.
component.
9.6.1.15 Calibration of vote capture device Manufacturers SHALL provide the procedures toinspeet || o ™ INSPECTION e p— o p— Nove | None | None |NeSheseiAComiol ves |This s a HAVA requirement under Qualiy Assurance and

inspection procedure

the calibration of each component.
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[
Ir;g:fsidoefr:gzigt;;;yrl Media Protection 1011 DCID:B.2.:a
2.1.1.1 Component Memory harcjware, such as semiconductor devices and magnetic Functional VSTL availability of information T=TEST & _ MP-1 Policy and 10.7 8.2 . PESP-1 Manual: NA 1 1 1 1 1 NIC
accuracy storage media, SHALL be accurate. Demonstration 15.1.1 DCAR-1 2.B.6.c(7)
stored, processed or Procedures
" 15.1.3 8.B.2
transmitted.
Loss of Integrity, 8.2.1;
. The design of equipment in all voting systems SHALL provide for confidentiality or . 8.2.2; 1. _| 2.B.9.b(4);
2'1'.1'2 Equipment protection against mechanical, thermal, and electromagnetic Functional VSTL availability of information T=TEST & . MP-2 Media Access 10.7.3 8.2.3; - PEDI-1, PEPF 4.B.1.a(1); N/A 1 1 1 1 1 N/C
design . . Demonstration 1
stresses that impact voting system accuracy. stored, processed or 8.2.6; 4.B.1.a(7)
transmitted. 827
To ensure vote accuracy, all voting systems SHALL: a. Record
the election contests, candidates, and issues exactly as defined
by election officials; b. Record the appropriate options for casting
and recording votes; c. Record each vote precisely as indicated N .
Loss of Integrity, Information
by the voter and be able to produce an accurate report of all votes confidentiality or Accuracy
2.1.1.3 Voting system f:ast: d. Inc_:lude c_ontrul logic and data processing methods |Functional VSTL availability of information T=TEST & _ SI-10 Completeness, 10.7.3;12.2.1; . . N/A 1 1 1 1 1 NIC
accuracy incorporating parity and check-sums (or equivalent error detection Demonstration - 12.2.2
; - stored, processed or Validity, and
and correction methods) to demonstrate that the voting system transmitted, Authenticity
has been designed for accuracy; and e. Provide software that :
monitors the overall quality of data read-write and transfer quality
status, checking the number and types of errors that occur in any
of the relevant operations on data and how they were corrected.
Loss of Integrity, FIPS 200; NIST Special Publications 800-12, 800-14, 800-66, 800-100. Protecting The organization plans the location or site of the facility
. All voting systems SHALL meet the accuracy requirements over confidentiality or . information residing on portable and mobile devices (e.g., employing cryptographic where the information system resides with regard to
2.1.2 Environmental . ; . . o . . T=TEST & . N N i . N N . . N N .
manufacturer specified operating conditions and after storage Functional VSTL availability of information . None None None None None None None mechanisms to provide confidentiality and integrity protections during storage and while [physical and environmental hazards and for existing 1 1 1 1 1 N/C
Range " L Demonstration . " . ) . . y " (. 3 N .
under non-operating conditions. stored, processed or in transit when outside of controlled areas) is covered in the media protection family. facilities, considers the physical and environmental
transmitted. Related security controls: MP-4, MP-5. hazards in its risk mitigation strategy.
Loss of Integrity, - . .
2.1.3.1 Election Voting systems SHALL accurately record all election confidentiality or . . . Slgnlfl.can.t changgs arfe‘ def.lned n ad\./ance.by the
. . . - . - . . T=TEST & System Security 3.2.10; organization and identified in the configuration
management system |management data entered by the user, including election officials |Functional VSTL availability of information . PL-3 6.1 SP-2.1 5.7.5 2.B.7.c(5) ) M 1 1 1 1 1 N/C
> N Demonstration Plan Update 5.2.1 management process. NIST Special Publication 800-18
accuracy or their designees. stored, processed or N N N
B provides guidance on security plan updates.
transmitted.
For recording accuracy, all voting systems SHALL: a. Record
every entry made by the user except where it violates voter
privacy; b. Accurately interpret voter selection(s) and record them
correctly to memory; c. Verify the correctness of detection of the Loss of Integrity, Information
" user selections and the addition of the selections correctly to confidentiality or . Accuracy, . R .
i.clc.jr.icRecordlng memory; d. Verify the correctness of detection of data entered Functional VSTL availability of information .I;;Lisn:tf;tion SI-10 Completeness, 10'7]'_:;’ 2122'2'1' - - 72 BBiZ N/A 1 1 1 1 1 N/C
4 directly by the user and the addition of the selections correctly to stored, processed or Validity, and o i
memory; and e. Preserve the integrity of election management transmitted. Authenticity
data stored in memory against corruption by stray
electromagnetic emissions, and internally generated spurious
electrical signals.
The telecommunications components of all voting systems LOSS. of "?‘eg"‘y’
214 SHALL achieve a target error rate of no more than one in confidentiality or T=TEST &
Telecommunications g . N N Functional VSTL availability of information |~ . None None None None None None None 1 1 1 1 1 N/C
10,000,000 ballot positions, with a maximum acceptable error rate Demonstration
Accuracy : ) o stored, processed or
in the test process of one in 500,000 ballot positions. B
transmitted.
Loss of Integrity,
confidentiality or
If a simulator is used, it SHALL be verified independently of the availability of information
2.1.5.1 Simulators voting system in order to produce ballots as specified for the Functional VSTL stored, processed or A=ANALYSIS None None None None None None None 1 1 1 1 1 N/C
accuracy testing. transmitted. Inaccurate
testing with potential false
validation of results.
Ballots used for accuracy testing SHALL include all the supported Functional requirement T=TEST &
2.1.5.2 Ballots types (i.e., rotation, alternative languages) of contests and Functional VSTL with no direct security Demonstration None None None None None None None 1 1 1 N/C
election types (primary, general). impact.
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Processing accuracy is defined as the ability of the voting system

Loss of Integrity,

FVAP

UOCA

ECAT-2 Audit Trail, Monitoring, Analysis and Reporting;

4/2/2015

. to process stored voting data. Processing includes all operations confidentiality or Software and 4.B.1.c(2); " " N
2.1.6 Reporting N . N . . - . . T=TEST & " 12.2.1;12.2.2;| 11.2.1; ' |ECTP-1 Audit Trail Protection
Accuracy to gonsolldate voting data after the voting period has _ended. 'I_'he Functional VSTL availability of information Demonstration SI-7 Informatlon 1924 1104 ECSD-2 5.B.1.a(3); S1-10 INFORMATION ACCURACY, COMPLETENESS, VALIDITY, AND N/A N/C
voting systems SHALL produce reports that are consistent, with stored, processed or Integrity 5.B.2.a(6)
- . B AUTHENTICITY
no discrepancy among reports of voting data. transmitted.
The manufacturer SHALL specify at least the following maximum
operating capacities for the voting system (i.e. server, vote
. capture device, tabulation device, and communications links): .
2.2.1 Maximum : . " . . T=TEST &
I~ Throughput, Memory, Transaction processing speed, and Functional VSTL No direct security impact . None None None None None None None N/A N/C
Capacities " o P Demonstration
Election constraints: Number of jurisdictions Number of ballot
styles per jurisdiction Number of contests per ballot style Number
of candidates per contest Number of voted ballots
Loss of Integrity,
. . . . confidentiality or _
2.2.1.1 Capacity testing The vc_:t_lng system SHALL achieve the_ maximum operating Functional VSTL availability of information T=TEST & . None None None None None None None N/C
capacities stated by the manufacturer in section 2.2.1. Demonstration
stored, processed or
transmitted.
Loss of Integrity,
. . . . . confidentiality or _
222 Qperat!pg . The vc_mn_g system SHAITL proylde notice when any operaing Functional VSTL availability of information T=TEST & . None None None None None None None N/C
Capacity notification  [capacity is approaching its limit. Demonstration
stored, processed or
transmitted.
ECTM-1 : - . N . o N
Transmission NIST Special Publication 800-52 provides guidance on protecting transmission integrity
Loss of Integrity, 1121 Integrity using Transport Layer Security (TLS). NIST Special Publication 800-77 provides
. . . confidentiality or _ . . . o guidance on protecting transmission integrity using IPsec. NIST Special Publication 800
223 Slmqllaneous T_he voting system SHA.LL protect against the loss of votes due to Functional VSTL availability of information T=TEST & . Sc-8 Trans_mlssmn 106.1,108.1; 11'2'4j AC-3.2 Controls 5.B.3.a(11) |81 provides guidance on Domain Name System (DNS) message authentication and N/A N/C
Transmissions simultaneous transmissions. Demonstration Integrity 10.9.1 11.2.9; ECTM-2 ) - A - ) _
stored, processed or 16.2.14 Transmission integrity verification. NSTISSI No. 7003 contains guidance on the use of Protective
transmitted. - Integrit Distribution Systems. Others include: FIPS 198; NIST Special Publications 800-44, 800-
cOn?ml); 45, 800-49, 800-52, 800-57, 800-54, 800-58, 800-66, 800-77, 800-81, 800-95, 800-97
Graphic formats are
The voting system SHALL: a. Keep all data logically separated subject to corruption
" . PECF-1 - . . A - "
by, and accessible only to, the appropriate state and local The organization establishes appropriate divisions of responsibility and separates duties{ .. . and remote code
AT . - . . DCPA-1 L " . . e, 3 Discretionary Access Control (DAC). A means of :
jurisdictions; b. Provide the capability to import or manually enter 7.1.1; S as needed to eliminate conflicts of interest in the responsibilities and duties of . 3 N . execution when
. N . N : N Partitioning the S . N N restricting access to an object (e.qg., files, data entities) .
ballot content, ballot instructions and election rules, including all N 7.1.2; o individuals. There is access control software on the information system that prevents p N . malformed. Graphic
N - N P Loss of Integrity, PE-2 N Application . N . y based on the identity and need-to-know of a subject "
required alternative language translations from each jurisdiction; " L . ) 6.1.1; . |users from having all of the necessary authority or information access to perform y N file formats should be
h i L N . confidentiality or _ AC-5 : 9.1.2,9.1.6; N . ECCD-2 4.B.1.a(1); R N . o o (e.g., user, process) and/or groups to which the object "
2.3.1.1 Import the c. Provide the capability for the each jurisdiction to verify that Inspection / . . . T=TEST & Physical Access N | 6.1.2; [AC-3.1;AC- . ! |fraudulent activity without collusion. Examples of separation of duties include: (i) B " . evaluated for potential
N . . ! S . . . VSTL availability of information .| SEPARATI P 10.1.3;10.6.1; ! X Changesto | 8.E;2.AL; | - = N PR N N o belongs. The controls are discretionary in the sense !
election definition their election definition was imported accurately and completely; |Functional Demonstration Authorizations 6.1.3; 3.2, SD-1.2 mission functions and distinct information system support functions are divided among . By . B risks and
8 . . ) " stored, processed or ON OF 10.10.1 . Data 4.B.3.a(18) | ,. S P P . N that a subject with certain access permission is capable .
d. Support image files (e.g., jpg or gif) and/or a handwritten ; 15.2.1; different individuals/roles; (ii) different individuals perform information system support N o — vulnerabilities.
N . -~ transmitted. DUTIES N PRAS-2 . . " y of passing that permission (perhaps indirectly) to any N "
signature image on the ballot so that state seals, official 16.1.2; functions (e.g., system management, systems programming, quality assurance/testing, 2 . Appropriate Microsoft
B N Access to y N N ) other subject (unless restrained by a mandatory access - "
signatures and other graphical ballot elements may be properly 17.1.5 . configuration management, and network security); and (iii) security personnel who security bulletins and
. X . Information e N s . " control).
displayed; and e. Support multiple ballot styles per each local ECLP-1 administer access control functions do not administer audit functions. patches should be
jurisdiction. updated prior to
elections.
A loss of integrity is the
unauthorized modification
or destruction of
|nf0rmal|on_,Informauon, Information Security [44 U.S.C., Sec. 3542] The
the loss, misuse, or - . g ; N
. protection of information and information systems from
unauthorized access to or R N . N "
madification of, could Software and 4B.1c(2); unauthorized access, use, disclosure, disruption, Does not specify how
2.3.1.2 Protect the The voting system SHALL provide a method to protect the . N T=TEST & y 12.2.1;12.2.2;] 11.2.1; 1 i modification, or destruction in order to provide this is to be
N S . I s o Functional VSTL adversely affect the : SI-7 Information - ECSD-2 5.B.1.a(3); . T - S ! .
election definition election definition from unauthorized modification. y : Demonstration N 12.2.4 11.2.4 confidentiality, integrity, and availability.Integrity [44 accomplished. No
national interest or the Integrity 5.B.2.a(6) " PN :
U.S.C., Sec. 3542] Guarding against improper recommendation
conduct of Federal . N . " N
. information modification or destruction, and includes
programs, or the privacy o N - "
o ensuring information non-repudiation and authenticity.
to which individuals are
entitled under Section
552a of title 5, United
States Code,
A system self test. NIST
has SP800-126 Rev. 1
DRAFT Technical
The voting system SHALL provide a test mode to verify that the Specifications for the
2.3.2.1 Voting system votlng system is cor‘rectly installed, properly_ conflgu_red, and gll Functional VSTL Securlty»Contem T=TEST & _ None None None None None None None No spe_cmc findings for dlagno_stlcs or tgst mod_e NIC
test mode functions are operating to support pre-election readiness testing Automation Protocol Demonstration analysis. Howvever, remote diagnostic is mentioned.
for each jurisdiction. (SCAP) that may relate
testing requirements and
specifications for security
software flaws.
2322 T.ESt data The vo_tlng system SHALL provide the capabl_lny o zero-out or Functional VSTL Functional test. T=TEST & . None None None None None None None N/C
segregation otherwise segregate test data from actual voting data. Demonstration
The voting system SHALL: a. Present the correct ballot style to
2.4.1.1 Accessing the [each voter; b. Allow the vpung session to be cancgled: and c. Functional VSTL Functional test. T=TEST & _ Nen None None None None None None NIC
ballot Prevent a voter from casting more than one ballot in the same Demonstration
election.
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The voting system SHALL: a. Record the selection and non-
selection of individual vote choices; b. Record the voter's
selection of candidates whose names do not appear on the ballot,
if permitted under state law, and record as many write-ins as the
number of candidates the voter is allowed to select; c. Prohibit the
voter from accessing or viewing any information on the display
screen that has not been authorized and preprogrammed into the
voting system (i.e., no potential for display of external information
or linking to other information sources); d. Allow the voter to
change a vote within a contest before advancing to the next
contest; e. Provide unambiguous feedback regarding the voter's
selection, such as displaying a checkmark beside the selected

4/2/20

15

2.4.2.;[ Record voter option or consplcuougly changmg nseppearance; f. Indlcalg to the| Functional VSTL Functional test. D=DEMONST None None None None None None None NIC
selections voter when no selection, or an insufficient number of selections, RATION
has been made for a contest (e.g., undervotes); g. Provide the
voter the opportunity to correct the ballot for an undervote before
the ballot is cast; h. Allow the voter, at the voter’s choice, to
submit an undervoted ballot without correction. i. Prevent the
voter from making more than the allowable number of selections
for any contest (e.g., overvotes); and j. In the event of a failure of
the main power supply external to the voting system, provide the
capability for any voter who is voting at the time to complete
casting a ballot, allow for the successful shutdown of the voting
system without loss or degradation of the voting and audit data,
and allow voters to resume voting once the voting system has
reverted to back-up power.
The voting system SHALL: a. Produce a paper record each time
the confirmation screen is displayed; b. Generate a paper record
identifier. This SHALL be a random identifier that uniquely links
the paper record with the cast vote record; c. Allow the voter to
2.4.2.? Verify voter either cast the ballot or retufn to the vo‘te se!ecnon process to Functional VSTL Functional test. D=DEMONST None None None None None None None NIC
selections make changes after reviewing the confirmation screen and paper RATION
record; and d. Prompt the voter to confirm his choices before
casting the ballot, signifying to the voter that casting the ballot is
irrevocable and directing the voter to confirm his intention to cast
the ballot.
PECF-1 The organization establishes appropriate divisions of responsibility and separates duties|
The voting system SHALL: a. Store all cast ballots in a random . DCPA-1 g L > approp! . ponsibility ep Discretionary Access Control (DAC). A means of
R " 7.1.1; S as needed to eliminate conflicts of interest in the responsibilities and duties of . 3 N .
order; logically sep: by, and only accessible to, the N Partitioning the S . N N restricting access to an object (e.qg., files, data entities)
. P Ny N 7.12; o individuals. There is access control software on the information system that prevents - .
appropriate state/local jurisdictions; b. Notify the voter after the Loss of Integrity, PE-2 Application . N . y based on the identity and need-to-know of a subject
N ! " L . ) 6.1.1; users from having all of the necessary authority or information access to perform y N
vote has been stored persistently that the ballot has been cast; c. confidentiality or _ AC-5 . 9.1.2;9.1.6; N . ECCD-2 4.B.1.a( R N . N o (e.g., user, process) and/or groups to which the object
- e . o . . D=DEMONST Physical Access N | 6.1.2; [AC-3.1;AC- . fraudulent activity without collusion. Examples of separation of duties include: (i) B " .
2.4.2.3 Cast ballot Notify the voter that the ballot has not been cast successfully if it |Functional VSTL availability of information SEPARATI P 10.1.3;10.6.1; ! X Changesto | 8.E;2.AL; | - = N PR N N o belongs. The controls are discretionary in the sense N/C
. . . ) RATION Authorizations 6.1.3; 3.2, SD-1.2 mission functions and distinct information system support functions are divided among . . . I
is not stored successfully, and provide clear instruction as to steps; stored, processed or ON OF 10.10.1 Data 4.B.3.a(18) | ,. S P P . N that a subject with certain access permission is capable
5 N ) 5 different individuals/roles; (ii) different individuals perform information system support N o —
the voter should take to cast his ballot should this event occur; transmitted. DUTIES PRAS-2 . . " y of passing that permission (perhaps indirectly) to any
o y N functions (e.g., system management, systems programming, quality assurance/testing, ’ N
and d. Prohibit access to voted ballots until such time as state law Access to - N N ) other subject (unless restrained by a mandatory access
: . configuration management, and network security); and (iii) security personnel who
allows for processing of absentee ballots. Information o N 7 9 . control).
ECLP-1 administer access control functions do not administer audit functions.
National Institute of Standards and Technology Federal
2.4.2.4.1 Absentee The cast ballot SHALL be linked to the voter's identity without . Privacy requirements and [D=DEMONST Information Processing Standards Publication 201-1,
model violating the privacy of the voter. Functional VSTL Audit Trail Requirements [RATION e e e e e e fole Personal Identity Verification of Federal Employees N/e
and Contractors, March 2006.
2.4.2.4.2 Early voting
model . e . Privacy requirements and
The cast ballot SHALL NOT be linked to the voter’s identity. Inspection VSTL ¥ . . None None None None None None None N/C
Audit Trail Requirements
D=DEMONSTH
2.4.3.1 Link to voter
The voting system SHALL be capable of producing a cast vote Integrity: Privacy
record that does not contain any information that would link the  [Functional VSTL requirements and Audit None None None None None None None N/C
record to the voter. Trail Requirements
D=DEMONSTH
2.4.3.2 Voting session T=TEST &
records ' ] - Integrity: Privacy Demonstration
The vo_tlng system SHALL NOT store any |nform§t|on relgted o Functional VSTL requirements and Audit None None None None None None None N/C
the actions performed by the voter during the voting session. " .
Trail Requirements
National Institute of Standards and Technology Federal
Information Processing Standards Publication 186-2,
Digital Signature Standard (DSS), January 2000.
25.1.1 Sealand sign |The voting system SHALL seal and sign each jurisdiction’s Integrity: Privacy ~ NIST FIPS 140-2 \(alldated cryptography (e.g., Dova PKI class 3 or 4 token) is used to Nallonal‘lnsmule of Standards and Technqlugy Federal
the electronic ballot electronic ballot box, by means of a digital signature, to protect Functional VSTL requirements and Audit T=TEST & None None None None None None None implement encryption (e.g., AES, 3DES, DES, Skipjack), key exchange (e.g., FIPS Information Processing Standards Publication 186-3 N/C
box the integrity of its co}\te),nts 9 9 top Trgil Requirements Demonstration 171), digital signature (e.g., DSA, RSA, ECDSA), and hash (e.g., SHA-1, SHA-256, (Draft), Digital Signature Standard (DSS), March 2006.
onity ) a SHA-384, SHA-512). Newer standards should be applied as they become available. National Institute of Standards and Technology Special
Publication 800-89, Recommendation for Obtaining
Assurances for Digital Signature Applications
November 2006.
2.5.1.2 Electronic ballot . RS . . T=TEST &
box retrieval The VOKI!’\Q system SHALL allow each jurisdiction to retrieve its Functional VSTL Demonstration None None None None None None None N/C
electronic ballot box. : .
Functional Requirement
2.5.1.3 Electronic ballot | The voting system SHALL perform an integrity check on the T=TEST & Physical Access
box integrity check electronic ballot box verifying that it has not been tampered with  |Functional VSTL Demonstration None Y Control None None None None None N/C
or modified before opening. Functional Requirement
DCSP-1 Security Support Structure Partitioning: The security support structure is
isolated by means of partitions, domains, etc., including control of access to, and Control: The organization controls all physical access
integrity of, hardware, software, and firmware that perform security functions. The points (including designated entry/exit points) to the
security support structure maintains separate execution domains (e.g., address spaces)|facility where the information system resides (except
2.5.2.1 Tabulation The tabulation device SHALL be physically, electrically, and ) Functional Requirement T=TEST & DCSP-1 for eachvexecuu.ng procgss. EBBD-2 Boundary Defgnse Bouﬁdaw: defense for Ihos.e areas wnhm the faCI|It.Y off!cla.lly designated
N . . . Inspection VSTL related to a loss of . None None None None None None mechanisms to include firewalls and network intrusion detection systems (IDS) are as publicly accessible) and verifies individual access N/C
device connectivity electromagnetically isolated from any other computer network. . - Demonstration EBBD-2 . N A . "
integrity deployed at the enclave boundary to the wide area network, at layered or internal authorizations before granting access to the facility.
enclave boundaries and at key points in the network, as required. All Internet access is |The organization controls access to areas officially
proxied through Internet access points that are under the management and control of  [designated as publicly accessible, as appropriate, in
the enclave and are isolated from other DoD information systems by physical or accordance with the organization’s assessment of risk.
tsf PRI means. \ersion 2
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PECF-2 Access to Computing Facilities Only authorized personnel with appropriate
clearances are granted physical access to computing facilities that process classified
information.PECF-1 Access to Computing Facilities Only authorized personnel with a

Control: The organization develops and keeps current a|
list of personnel with authorized access to the facility
where the information system resides (except for those

4/2/2015

Functional Requirement PE-1 Physical and J:\é&P ) ! P L o o - " "
The tabulation device SHALL allow only an authorized entity to ) related to a loss of T=TEST & PE-2 Environmental PETN-1: DCID: B. - _need to- _know are gran_t_ed physu:al access to computing facilities that process sensitive |areas wlthln the _facmty offlt:lally_ de5|gnateq as publicly
2.5.2.2 Open ballot box Functional VSTL ) e . . " 15.1.1 7 Manual: 8.D information or unclassified information that has not been cleared for release. PEPF-1  [accessible) and issues appropriate authorization N/C
open the ballot box. confidentiality due to Demonstration PE-3 Protection Policy DCAR-1 " . . N . . N -~ - -
N 2.B.4.e(5) Physical Protection of Facilities Every physical access point to facilities housing credentials. Designated officials within the organization
physical access PE-6 and Procedures . N A . A . y N R
workstations that process or display sensitive information or unclassified information review and approve the access list and authorization
that has not been cleared for release is controlled during working hours and guarded or |credentials [Assignment: organization-defined
locked during non-work hours. frequency, at least annually].
Functional Requirement
25.2.3.1 Adjudication The tabulaztlon dewc:e S}‘-liALL allow lh? designation gf electr_onlc Functional VSTL relale(_:l to Operangps and [T=TEST & _ Nen None NEiE None None None None NIC
ballots as “accepted” or “not accepted” by an authorized entity. Integrity. No specific Demonstration
security control identified.
Functional Requirement
2.5.2.4 Ballot The tabulation device decryption process SHALL remove all related to Operations and T=TEST &
e layers of encryption and breaking all correlation between the voter|Functional VSTL Confidentiality. No . None None None None None None None N/C
decryption ; g - f Demonstration
and the ballot, producing a record that is in clear text. specific security control
identified.
. . . Functional Requirement
2.5.2.5 Tabulation The tal_)ulatlon device .SHALL hav_e the capability to generaye a . related to Operations. No |T=TEST &
tabulation report of voting results in an open and non-proprietary |Functional VSTL o " . None None None None None None None N/C
report format specific security control  |Demonstration
format. N i
identified.
2.6.2.1 All records The voting system SHALL provide the capability to export its r;;g:;?:??:g;ﬂemo T=TEST &
capable of being electronic records in an open format, such as XML, or include a  |Functional VSTL o pe 3 . None None None None None None None N/C
- ; . specific security control  ([Demonstration
exported utility to export log data into a publicly documented format. identified
Functional Requirement Ballot Image format
2.6.2.2 Ballot images The votl_ng system SHALL have the capability to generate ballot Functional VSTL relau_ec_:l to Opgratlons. No |T=TEST & _ N N NeiE NEie NeiE e N should _meet sec_unty
images in a human readable format. specific security control  |Demonstration requirements in
identified. 2311
The _votlng SYS‘E’“ SHALL. be capable of prodgcn‘,g a ba!lot_mage Functional Requirement Ballot Image format
. that includes: a. Election title and date of election; b. Jurisdiction N . :
2.6.2.3 Ballot image N o . . L . related to Operations. No |T=TEST & should meet security
identifier; c. Ballot style; d. Paper record identifier; and e. For Functional VSTL . N . None None None None None None None . .
content N ) specific security control  [Demonstration requirements in
each contest and ballot question: i. The choice recorded, N o
N : L o . o identified. 2311
including write-ins; and ii. Information about each write-in.
2.6.2.4 All records The tabulation device SHALL provide the ability to produce Functional Requirement
I . printed forms of its electronic records. The printed forms SHALL " related to Operations. No |T=TEST &
capable of being . o . " Functional VSTL o " . None None None None None None None N/C
. retain all required information as specified for each record type specific security control ~ |Demonstration
printed - . N "
other than digital signatures. identified.
The voting system SHALL produce a summary count record
including the following: a. Time and date of summary record; and Functional Requirement
2.6.2.5 Summary count |b. 'I_'he follm_/vlng_, both in total and_broken dow_rl by ballot style and Functional VSTL relau_e(_:l to Opgratlons. No |T=TEST & _ Nen None None None None None None None Identified N/A N/C
record voting location: i. Number of received ballots ii. Number of specific security control  |Demonstration
counted ballots iii. Number of rejected electronic CVRs iv. identified.
Number of write-in votes v. Number of undervotes.
Functional Requirement
2,6.3_,1 Paper record  |Each vote capture device SHALL print a human readable paper Functional VSTL relau_e(_:l to Opgratlons. No |T=TEST & _ Non None N None None None None None Identified N/A NIC
creation record. specific security control  (Demonstration
identified.
Each paper record SHALL contain at least: a. Election title and . .
. A - S Functional Requirement
2.6.3.2 Paper record date of election; b. Voting location; c. Jurisdiction identifier; d. related to Operations. No |T=TEST &
o Ballot style; e. Paper record identifier; and f. For each contest and | Inspection VSTL o " 3 . None None None None None None None None Identified N/A N/C
contents e oo ) . - specific security control  [Demonstration
ballot question: i. The recorded choice, including write-ins; and ii. N o
N AN identified.
Information about each write-in.
Functional Requirement
The vote capture device SHALL be capable of producing a paper related to Operations and T=TEST &
2.6.3.3 Privacy record that does not contain any information that could link the Inspection VSTL Confidentiality. No Demonstration None None None None None None None None Identified N/A N/C
record to the voter. specific security control
identified.
2.6.3.4 Multiple pages [When a single paper record spans multiple pages, each page Functional Requirement
SHALL include the voting location, ballot style, date of election, Functional VSTL relau_ec_:l to Opgratlons. No |T=TEST & _ o oo o N o None Nes None Identified N/A N/C
and page number and total number of the pages (e.g., page 1 of specific security control ~ |Demonstration
4). identified.
. Functional Requirement
rzégjﬁilzazggz-lwtains If a non-human-readable encoding is used on the paper record, it related to Operations and T=TEST &
ole part ¢ SHALL contain the entirety of the human-readable information on | Inspection VSTL loosly to encryption. No . None None None None None None None None Identified N/A N/C
same information as o ! Demonstration
the record. specific security control
humanreadable part ) "
identified.
Functional Requirement
2.6.3.6 Format for . . related to Operations and |._.
paper record non- Any non-hume_xn-readable |nformat|on on the paper record SHALL Inspection VSTL loosly to encryption. No T=TEST & . None None None None None None None None Identified N/A N/C
be presented in a non-proprietary format. o ! Demonstration
human-readable data specific security control
identified.
2.6.3.7 Linking the The paper record SHALL: a. Contain the paper record identifier; r;;g:;?:??:g;ﬂemo T=TEST &
electronic CVR to the  |and b. Identify whether the paper record represents the ballot that | Inspection VSTL o pe . . None None None None None None None None Identified N/A N/C
specific security control  [Demonstration
paper record was cast. o
identified.
Supplemental Guidance: The purpose of this control is to identify important events
which need to be audited as significant and relevant to the security of the information
system. The organization specifies which information system components carry out
auditing activities.Control Enhancements: IDS/IPS systems
Functional Requirement Information 10.6.2; EBBD-1: 4.B.2.a(5)(b) i(r:\lt)oT:‘; c;gmﬁzg;;’:;sﬁggfg;ﬂg C;g:?ﬂ:: Ir::?xi?:r: |nrt2::(|:v:;r:sdetecnon tools Control: The organization employs tools and techniques| Z;'Q;:' lﬁoﬁs:;hat
2.7.1.1 Network The system server SHALL provide for system and network . related to Network D=DEMONST System 10.10.1; 11.2.5; T H 4 o V! 9 P L . to monitor events on the information system, detect Yy
- an . N N Functional VSTL L . SI-4 P N - EBVC-1; ECID. (2) The organization employs automated tools to support near-real-time analysis of PR o s detects, and notifies
monitoring monitoring during the voting period. Monitoring and Audit RATION Monitoring Tools 10.10.2; 11.2.6 1 4.B.3.a(8)(b) events attacks, and provide identification of unauthorized use administrators of any
capability. and Techniques 10.10.4 16.8.3.a(8) (3) The organization employs automated tools to integrate intrusion detection tools into of the system. potential malicious
access control and flow control mechanisms for rapid response to attacks by enabling activity.
reconfiguration of these mechanisms in support of attack isolation and elimination.
(4) The information system monitors inbound and outbound communications for
unusual or unauthorized activities or conditions.
E2.1.44. Privileged User. An authorized user who has access to system control,
Functional and Technical monitoring, or administration functions.PRRB-1 - Security Rules of Behavior or
- . " security requirement _ . Acceptable Use Policy
2.7.1.2 Tool access The sy§lem and “e".”“’k monitoring functlona_llty SHALL only be Functional VSTL related to access controls D=DEMONST Sl-4 PS-6 Access 6.15; 6.1.5;6.2.2 SP-4.1 PRRB-1 A set of rules that describe the IA operations of the DoD information system and clearly [N/A N/C
accessible to authorized personnel from restricted consoles. RATION Agreements 8.1.3 N P . g
and Roles and delineate IA responsibilities and expected behavior of all personnel is in place. The
Responsibilities. rules include the consequences of inconsistent behavior or non-compliance. Signed
acknowledgement of the rules is a condition of access.
L . " Functional Requirement _
2.7.1.3 Tool privacy System ar_lq network monl_torlng funct_lonallty SHAITL N.OT hgve Functional VSTL related to voter privacy D=DEMONST None None None None None None None No reference documentation identified. N/C
the capability to compromise voter privacy or election integrity. and Integrity RATION
- . . . . . . Error Handling
Application logic SHALL be produped in a high-level pn?grammlng Integrity: Error Handllng Information 12.2.1;12.2.2; ERROR HANDLING: Control: The information system identifies and handles error
4.1.1 Acceptable language that has all of the following control constructs: a. and system logic could _ N N e . " . e N
. X . . o , . N " . - I=INSPECTIO SI-11  |Accuracy, 12.2.3;12.2.4; conditions in an expeditious manner without providing information that could be
Programming Sequence; b. Loop with exit condition (e.g., for, while, and/or do- | Inspection | Manufacturer |jeopardize confidentiality, N N - - " N N/A N/C
. - . i X H . P SI-10  [Completeness, (10.7.3;12.2.1; exploited by adversaries.
Language Constructs |loops); c. If/Then/Else conditional; d. Case conditional; and e. integrity and/or availability - ? .
N . X Validity, and 1222 NIST Special Publications 800-44, 800-57
Block-structured exception handling (e.g., try/throw/catch). of the voting system. L
Authenticity
Appl_lcanon logic S.HALL adhere to (c_)r be based on) a publls_hed, DCSQ-1 Software Quality: Software quality requirements and validation methods that
credible set of coding rules, conventions or standards (herein o _ DCSQ-1 A N
4.2.1 Acceptable . e e " Integrity: Relates to I=INSPECTIO are focused on the minimization of flawed or malformed software that can negatively
" . simply called "coding conventions") that enhance the Inspection | Manufacturer . N None None None None None Software None N N N - o N/A N/C
Coding Conventions " N N . IR software integrity N " impact integrity or availability (e.g., buffer overruns) are specified for all software
workmanship, security, integrity, testability, and maintainability of Quality A
or development initiatives.
applications.
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) ) ) ) ) . _ DCSQ-1 ALY S -
4.2.1.1 Published Coding .conven.tlons SHALL be cpnsldered published if they Inspection Manufacturer Integrity: Relatgs to I=INSPECTIO None None None None None Software None gre focgsed gn the mlljlml.;atlon of flawed or malformed soﬁvy:?\re that can negatively N/A NIC
appear in publicly available media. software integrity N " impact integrity or availability (e.g., buffer overruns) are specified for all software
Quality e 4/2/20
development initiatives.
Coding conventions SHALL be considered credible if at least two DCSQ-1 DCSQ-1 Software Quality: Software quality requirements and validation methods that
" different organizations independently decided to adopt them and . Relates to software I=INSPECTIO are focused on the minimization of flawed or malformed software that can negatively
4.2.1.2 Credible N N S Inspection Manufacturer |. N None None None None None Software None N N N Lo i N/A N/C
made active use of them at some time within the three years integrity N Qualit impact integrity or availability (e.g., buffer overruns) are specified for all software
before conformity assessment was first sought. Y development initiatives.
4,3.1,2_Module Each m_o_duk_e SHALL have a specific fungtlon that can be tested Inspection | Manufacturer _Relan_es to software IZINSPECTIO None None None None None None None None No reference documentation identified. N/C
testability and verified independently from the remainder of the code. integrity N
4‘3']."3 M.O.dUI? sizé Modules SHALL be small and easily identifiable. Inspection | Manufacturer _Relan_es o software I=INSPECTIO None None None None None None None Nonme N/A N/C
and identification integrity N
Error Handling
Information 12.2.1;12.2.2; 2B.4d ERROR HANDLING: Control: The information system identifies and handles error
4.4.1.1 Exception Application logic SHALL handle exceptions using block-structured " Relates to software I=INSPECTIO SI-11  [Accuracy, 12.2.3;12.2.4; = 5. |conditions in an expeditious manner without providing information that could be
" N " Inspection | Manufacturer |. N N . ! - - 7.B.2.h; N : N/A N/C
handling exception handling constructs. integrity and quality N SI-10 Completeness, [10.7.3;12.2.1; 2B.4d exploited by adversaries.
Validity, and 12.2.2 T NIST Special Publications 800-44, 800-57
Authenticity
SI-10 INFORMATION ACCURACY, COMPLETENESS, VALIDITY, AND
AUTHENTICITY
Control: The information system checks information for accuracy, completeness,
If application logic makes use of any COTS or third-party logic validity, and authenticity. Supplemental Guidance: Checks for accuracy, completeness,
callable units that do not throw exceptions when exceptional Relates to software Software and 4B.1.c(2); validity, and authenticity of information are accomplished as close to the point of origin
4.4.1.2 Legacy library [conditions occur, those callable units SHALL be wrapped in " integrity, quality and error |I=INSPECTIO SI-7 . 12.2.1;12.2.2; 11.2.1; 1 . |as possible. Rules for checking the valid syntax of information system inputs (e.g.,
N . - Inspection | Manufacturer . . Information - ECSD-2 5.B.1.a(3); N N A N/A N/C
units must be wrapped |callable units that check for the relevant error conditions and handling of third party N SI-10 N 12.2.4 11.2.4 character set, length, numerical range, acceptable values) are in place to verify that
. ) " A Integrity 5.B.2.a(6) |. o N .
translate them into exceptions, and the remainder of application software inputs match specified definitions for format and content. Inputs passed to interpreters
logic SHALL use only the wrapped version. are prescreened to prevent the content from being unintentionally interpreted as
commands. The extent to which the information system is able to check the accuracy,
completeness, validity, and authenticity of information is guided by organizational
policy and operational requirements.
Error Handling
4.4.2 Unstructured Information 12.2.1;12.2.2; 2B.4d ERROR HANDLING: Control: The information system identifies and handles error
. . Application logic SHALL contain no unstructured control " Relates to software I=INSPECTIO SI-11  |Accuracy, 12.2.3;12.2.4; = 5. |conditions in an expeditious manner without providing information that could be
Control Flow is Inspection | Manufacturer |. N . N N - - 7.B.2.h; " N N/A N/C
prohibited constructs. integrity and quality N SI-10 Cor_npleteness. 10.7.3;12.2.1; 2844 exploited b_y adver_san_es.
Validity, and 12.2.2 o NIST Special Publications 800-44, 800-57
Authenticity
SI-10 INFORMATION ACCURACY, COMPLETENESS, VALIDITY, AND
AUTHENTICITY
Control: The information system checks information for accuracy, completeness,
validity, and authenticity. Supplemental Guidance: Checks for accuracy, completeness,
Relates to software Software and 4B.1.c(2); validity, and authenticity of information are accomplished as close to the point of origin
4.4.2.1 Branching Avrbitrary branches (a.k.a. GoTos) SHALL NOT be allowed. Inspection | Manufacturer |ntegr_|ty, qual!ty and error |I=INSPECTIO Si-7 Information 12211222 1121 - ECSD-2 5.B.1.a(3); as possible. Rules for check!ng the valid syntax of information s_;ystem inputs _(e.g,, N/A N/C
handling of third party SI-10 N 12.2.4 11.2.4 character set, length, numerical range, acceptable values) are in place to verify that
Integrity 5.B.2.a(6) |. ™ N~ -
software inputs match specified definitions for format and content. Inputs passed to interpreters
are prescreened to prevent the content from being unintentionally interpreted as
commands. The extent to which the information system is able to check the accuracy,
completeness, validity, and authenticity of information is guided by organizational
policy and operational requirements.
Relates to software SI-10 INFORMATION ACCURACY, COMPLETENESS, VALIDITY, AND
. Exceptions SHALL only be used for abnormal conditions. . N " _ R Software and A . . 4.B.1.c(2); |AUTHENTICITY
4'4'2'2. Intentional Exceptions SHALL NOT be used to redirect the flow of control in | Inspection Manufacturer |ntegr!ty, qual!ty and error |I=INSPECTIO Sk-7 Information 12211222, 1121 - ECSD-2 5.B.1.a(3); |Control: The information system checks information for accuracy, completeness, N/A N/C
exceptions " . - L handling of third party N SI-10 . 12.2.4 11.2.4 - - N N
normal (“non-exceptional”) conditions. Integrity 5.B.2.a(6) [validity, and authenticity. Supplemental Guidance: Checks for accuracy, completeness,
software . . . . N . S
validity, and authenticity of information are accomplished as close to the point of origin
SI-10 INFORMATION ACCURACY, COMPLETENESS, VALIDITY, AND
AUTHENTICITY
Control: The information system checks information for accuracy, completeness,
validity, and authenticity. Supplemental Guidance: Checks for accuracy, completeness,
Relates to software Software and 4B.1.c(2); validity, and authenticity of information are accomplished as close to the point of origin
4.4.2.3 Unstructured  [Unstructured exception handling (e.g., On Error GoTo, " integrity, quality and error |I=INSPECTIO SI-7 . 12.2.1;12.2.2;| 11.2.1; ‘=1 <. |as possible. Rules for checking the valid syntax of information system inputs (e.g.,
N . N N Inspection | Manufacturer . . Information - ECSD-2 5.B.1.a(3); N N h N/A N/C
exception handling setjmp/longjmp) SHALL NOT be allowed. handling of third party N SI-10 N 12.2.4 11.2.4 character set, length, numerical range, acceptable values) are in place to verify that
Integrity 5.B.2.a(6) |. o N~ N
software inputs match specified definitions for format and content. Inputs passed to interpreters
are prescreened to prevent the content from being unintentionally interpreted as
commands. The extent to which the information system is able to check the accuracy,
completeness, validity, and authenticity of information is guided by organizational
policy and operational requirements.
SI-9 INFORMATION INPUT RESTRICTIONS
Control: The organization restricts the capability to input information to the information
4.4.2.4 Separation of  |Application Io_glc SHALL NOT compile or interpret configuration Inspection | Manufacturer _Relan_es to softwa_re I=INSPECTIO Sl9 Informapon Input 12.21:1222 SD1 . 2.8.9.6(11) system to authorl;ed personne_l. _ _ » _ _ N/A N/C
code and data data or other input data as a programming language. integrity and quality N Restrictions Supplemental Guidance: Restrictions on personnel authorized to input information to
the information system may extend beyond the typical access controls employed by the
system and include limitations based on specific operational/project responsibilities.
4.5.1 Header SI-10 INFORMATION ACCURACY, COMPLETENESS, VALIDITY, AND
Comments AUTHENTICITY
Control: The information system checks information for accuracy, completeness,
Application logic modules SHALL include header comments that validity, and authenticity.
provide at least the following information for each callable unit Supplemental Guidance: Checks for accuracy, completeness, validity, and authenticity
(e.g., function, method, operation, subroutine, procedure.): a. The Relates to software of information are accomplished as close to the point of origin as possible. Rules for
purpose of the unit and how it works (if not obvious); b. A Inspection | Manufacturer |. ¥ N None None None None None None None checking the valid syntax of information system inputs (e.g., character set, length, N/A N/C
o . integrity and quality . h N . o
description of input parameters, outputs and return values, numerical range, acceptable values) are in place to verify that inputs match specified
exceptions thrown, and side-effects; and c. Any protocols that definitions for format and content. Inputs passed to interpreters are prescreened to
must be observed (e.g., unit calling sequences). prevent the content from being unintentionally interpreted as commands. The extent to
which the information system is able to check the accuracy, completeness, validity, and
authenticity of information is guided by organizational policy and operational
I=INSPECTIO| requirements.
Relates to mobile code SI-7: SOFTWARE AND INFORMATION INTEGRITY
Application logic SHALL conform to the following sub- and best coding practices Control: The information system detects and protects against unauthorized changes to
requirements: a. Self-modifying code SHALL NOT be allowed; b. to prevent error that could software and information.
Application logic SHALL be free of race conditions, deadlocks, impact system availability, |=INSPECTIO Software and 12211222 1121 4.B.1.c(2); |Supplemental Guidance: The organization employs integrity verification applications on
4.6.1 Code Coherency |livelocks, and resource starvation; c. If compiled code is used, it | Inspection | Manufacturer [integrity and SI-7 Information - ]'.2'24' - 11’ 2‘ 4' - ECSD-2 5.B.1.a(3); [the information system to look for evidence of information tampering, errors, and N/A N/C
SHALL only be compiled using a COTS compiler; and d. If confidentiality. This also Integrity - - 5.B.2.a(6) |omissions. The organization employs good software engineering practices with regard
interpreted code is used, it SHALL only be run under a specific, implies that code support to commercial off-the-shelf integrity mechanisms (e.g., parity checks, cyclical
identified version of a COTS runtime interpreter. IA robustness redundancy checks, cryptographic hashes) and uses tools to automatically monitor the
requirements. integrity of the information system and the applications it hosts.
i:mz z:;‘/ec\}im Code SI-7: SOFTWARE AND INFORMATION INTEGRITY
pering Relates to mobile code Control: The information system detects and protects against unauthorized changes to
and best coding practices software and information.
to prevent error that could Supplemental Guidance: The organization employs integrity verification applications on
Programmed devices SHALL defend against replacement or _ !mpac_l system availability, |=INSPECTIO Softwarg and 12.21:12.22:| 11.2.1: 4'8'1'(:(2):, the_lnf_ormatlon system to_ look for evidence of |nformat|oq tam}penng. errors, and
A B Inspection | Manufacturer |integrity and SI-7 Information - ECSD-2 5.B.1.a(3); |omissions. The organization employs good software engineering practices with regard [N/A N/C
modification of executable or interpreted code. " L . N 12.24 11.2.4 y . N N N "
confidentiality. This also Integrity 5.B.2.a(6) |to commercial off-the-shelf integrity mechanisms (e.g., parity checks, cyclical
implies that code support redundancy checks, cryptographic hashes) and uses tools to automatically monitor the
IA robustness integrity of the information system and the applications it hosts.
requirements. NIST Special Publication 800-83 provides guidance on detecting malware-based
attacks through malicious code protection software.
?:'Lzﬁﬁ"‘;’:::g Audit and DCID: B.2.d;
4.6.3 Pr_event_ The yotlng_ system SHALL prevent access to or manipulation of Inspection | Manufacturer [configuration I=INSPECTIO AU-L Acc_ountablllty 10.10; 15.1.1 17 . ECAT-l; ECTB: Manual::v N/A NIC
Tampering With Data  |configuration data, vote data, or audit records. Policy and 1;DCAR-1 | 2.B.4.e(5);
management and data Procedures "’ . A
integrity. PHé% of 23 Version 2.




Information
. . L Relates to the accuracy of |, _ Accuracy, . . .
4.7.1.1 Validity check Progrf\rpmed devclicesl_?:ALL check information inputs for Inspection | Manufacturer |information and integrity :\IINSPECTIO SI-10 Completeness, 10'7]2' 2122'2'1‘ - o 7.B.2.h; N/A N/&
completeness and validity. of data. Validity, and < FVAP| UGCA 12/2015
Authenticity
SI-11: ERROR HANDLING
Control: The information system identifies and handles error conditions in an
expeditious manner without providing information that could be exploited by
adversaries.
Supplemental Guidance: The structure and content of error messages are carefully
4.7.1.2 Defend against |Programmed devices SHALL ensure that incomplete or invalid Inspection | Manufacturer Functional requirement  [I=INSPECTIO Si-11 Error Handling 12.2.1,12.2.2; . . 2B.4d considered by the organization. Error messages are revealed only to authorized NA NIC
garbage input inputs do not lead to irreversible error. and Error handling N 12.2.3,12.24 T personnel. Error messages generated by the information system provide timely and
useful information without revealing potentially harmful information that could be used
by adversaries. Sensitive information (e.g., account numbers, social security numbers,
and credit card numbers) are not listed in error logs or associated administrative
messages. The extent to which the information system is able to identify and handle
error conditions is guided by organizational policy and operational requirements.
SI-11: ERROR HANDLING
Application logic that is vulnerable to the following types of errors Conlrc_)l; The informatign system _idgnti_fies and_handles error conditiops in an
. N expeditious manner without providing information that could be exploited by
SHALL c_h_eck for thes_e errors at run time and respond defensively| adversaries.
(as specified by Requirement 4'7.'2'8) \_/vhen they occur: Out-of- Supplemental Guidance: The structure and content of error messages are carefully
bounds accesses of arrays or strings (includes buffers used to Relates to the accuracy of I=INSPECTIO 12.2.1;12.2.2; considered by the organization. Error messages are revealed only to authorized
4.7.2.1 Error checking |move data); Stack overflow errors; CPU-level exceptions such Inspection | Manufacturer |information and integrity SI-11 Error Handling Ao S - - 2B.4d . A Ny . N/A N/C
as address and bus errors, dividing by zero, and the like; of data. N 12.2.3;12.24 person_nel, Errqr messages gene_rated by the |nformat|o_n system provide timely and
Variables that are not appropriately handled when out of expected useful |nformat|on W|t_h‘out_revea||n_g potentially harmful |nformat|or_| that col_.lld be used
boundaries; Numeric overflows; and Known programming by adver;arles. Sensitive |nformat!on (e_.g,, account numbers_. social sgcgnty r_wmbers,
language si)ecific vulnerabilities' and credit card numbers) are not listed in error logs or associated administrative
) messages. The extent to which the information system is able to identify and handle
error conditions is guided by organizational policy and operational requirements.
SI-11: ERROR HANDLING
Control: The information system identifies and handles error conditions in an
expeditious manner without providing information that could be exploited by
If the application logic uses arrays, vectors, character sequences, adversaries. .
N . ! . ' Supplemental Guidance: The structure and content of error messages are carefully
4.7.2.2 Range checking strings or any analogou_s data struct_ures. a_nd the programming . _Relates _lo the accuracy of I=INSPECTIO . 12.2.1;12.2.2; considered by the organization. Error messages are revealed only to authorized
- language does not provide automatic run-time range checking of | Inspection | Manufacturer |information and integrity SI-11 Error Handling | - - 2.B.4d A Ny . N/A N/C
of indices the indices, the indices SHALL be rangedchecked on every of data N 12.2.3;12.24 person_nel, Errqr messages gene_rated by the |nformat|o_n system provide timely and
access ! : useful information without revealing potentially harmful information that could be used
| by adversaries. Sensitive information (e.g., account numbers, social security numbers,
and credit card numbers) are not listed in error logs or associated administrative
messages. The extent to which the information system is able to identify and handle
error conditions is guided by organizational policy and operational requirements.
SI-11: ERROR HANDLING
Control: The information system identifies and handles error conditions in an
expeditious manner without providing information that could be exploited by
adversaries.
. . . Supplemental Guidance: The structure and content of error messages are carefully
If stack overflow does not automatically result in an exception, the Relates to the accuracy of |, _ N ) 3 - "
L N L . . . N : I=INSPECTIO . 12.2.1;12.2.2; considered by the organization. Error messages are revealed only to authorized
4.7.2.3 Stack overflows |application logic SHALL explicitly check for and prevent stack Inspection | Manufacturer |information and integrity SI-11 Error Handling | - - 2.B.4d A Ny . N/A N/C
overflow. of data. N 12.2.3;12.24 person»nel, Errqr messages gene_rated by the |nformat|o_n system provide timely and
useful information without revealing potentially harmful information that could be used
by adversaries. Sensitive information (e.g., account numbers, social security numbers,
and credit card numbers) are not listed in error logs or associated administrative
messages. The extent to which the information system is able to identify and handle
error conditions is guided by organizational policy and operational requirements.
SI-11: ERROR HANDLING
Control: The information system identifies and handles error conditions in an
expeditious manner without providing information that could be exploited by
adversaries.
The application logic SHALL implement such handlers as are Relates to the accuracy of |=INSPECTIO 1221:12.2.2: f:ﬁg::::gfl ‘j:;"f:n;‘;Z-;Tizstréfr?rrijzzg:D:ste;[eor:/g;;giﬁa?es atr: cgre[;ully
4.7.2.4 CPU traps needed to detect and respond to CPU-level exceptions including | Inspection | Manufacturer |information and integrity | SI-11 Error Handling . - - 2.B.4d Y 9 . 9 Ny ¥ to authorize! N/A N/C
address and bus errors and dividing by zero. of data. N 12.2.3;12.2.4 person»nel, Errqr messages gene_rated by the |nformat|o_n system provide timely and
useful information without revealing potentially harmful information that could be used
by adversaries. Sensitive information (e.g., account numbers, social security numbers,
and credit card numbers) are not listed in error logs or associated administrative
messages. The extent to which the information system is able to identify and handle
error conditions is guided by organizational policy and operational requirements.
SI-10: INFORMATION ACCURACY, COMPLETENESS, VALIDITY, AND
AUTHENTICITY
Control: The information system checks information for accuracy, completeness,
validity, and authenticity.
All scalar or enumerated type parameters whose valid ranges as Information Su_pplemeqtal Guidance: C_hecks for accuracy, con_wpletem_es_s, validity,_and authenticity
4.7.2.5 Garbage input |used in a callable unit (e.g., function, method, operation, . Relates to error handling [I=INSPECTIO Accuracy, 10.7.3;12.2.1; 7.B.2.h; of |nfo_rmauon are accompllshed as c_lose to the polnt of origin as possible. Rules for
parameters subroutine, procedure.) do not cover the entire ranges of their Inspection | Manufacturer and data range values. N SI-10 Cor_npleteness. 1222 - - 2844 checklpg the valid syntax of information s_ystem inputs (_e,g.. character set, Iength_._ N/A N/C
declared data types SHALL be range-checked on entry to the unit. Valldlty,_gnd numgr_lcal range, acceptable values) are in place lo_verlfy that inputs match specified
Authenticity definitions for format and content. Inputs passed to interpreters are prescreened to
prevent the content from being unintentionally interpreted as commands. The extent to
which the information system is able to check the accuracy, completeness, validity, and
authenticity of information is guided by organizational policy and operational
requirements.
SI-10: INFORMATION ACCURACY, COMPLETENESS, VALIDITY, AND
AUTHENTICITY
Control: The information system checks information for accuracy, completeness,
validity, and authenticity.
If the programming language does not provide automatic run-time Information Supplemental Guidance: Checks for accuracy, completeness, validity, and authenticity
. " y N y N Integrity: Relates to error |, _ Accuracy, ) ) . |of information are accomplished as close to the point of origin as possible. Rules for
4.7.2.6 Numeric detection of numeric overflow, all arithmetic operations that could . . I=INSPECTIO 10.7.3; 12.2.1; 7.B.2.h; . ) . y H
overflows potentially overflow the relevant data type SHALL be checked for Inspection | Manufacturer |handling and data range N SI-10 Cor_npleteness. 1222 - - 2844 checklpg the valid syntax of information s_ystem inputs (_e,g.. character set, Iength_._ N/A N/C
overflow. values. Validity, and numerical range, acceptable values) are in place to verify that inputs match specified
: Authenticity definitions for format and content. Inputs passed to interpreters are prescreened to
prevent the content from being unintentionally interpreted as commands. The extent to
which the information system is able to check the accuracy, completeness, validity, and
authenticity of information is guided by organizational policy and operational
requirements.
If pointers are used, any pointer variables that remain within Integrity and Availability:
4.7.2.7 Nully freed scope after the memory they point to is deall_ot_:ated SHALL be set _ Relates to software‘quality |=INSPECTIO
pointers to null or marked as invalid (pursuant to the idiom of the_ _ Inspection | Manufacturer |and l?est programming None None None None None None None None None N/C
programming language used) after the memory they point to is practices. No specific
deallocated. security control.
The detection of any of the errors enumerated in Requirement :l?q:agtr:sy lins(;joﬁ\\/,vz\lzbc;l:.ltgiity
4.7.2.8 React to errors |4.7.2.1 SHALL be treated as a complete failure of the callable unit Inspection | Manufacturer [and best programming I=INSPECTIO Si-11 Error Handling 12.2.1;12.2.2; . . 2B4d |None N/A NIC
detected in which the error was detected. An appropriate exception SHALL N L 12.2.3;12.24 T
be thrown and control SHALL pass out of the unit forthwith. pracuf:es. No specific
security control.
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SI-10: INFORMATION ACCURACY, COMPLETENESS, VALIDITY, AND

AUTHENTICITY

Control: The information system checks information for accuracy, completeness,

FVAP UOCA validity, and authenticity. 4/2/20 ]-5
Information Supplemental Guidance: Checks for accuracy, completeness, validity, and authenticity
4.7.2.9 Do not disable |Error checks detailed in Requirement 4.7.2.1 SHALL remain ! Integrity and Avallability: |_\qpecri0 Accuracy, 107.3;12.2.1; 7.8.2.h; |0f information are accomplished as close to the point of origin as possible. Rules for
R N Inspection | Manufacturer |Relates to error handling SI-10 Completeness, - - checking the valid syntax of information system inputs (e.g., character set, length, N/A N/C
error checks active in production code. - 12.2.2 2B.4d N h N . o
and data range values. Validity, and numerical range, acceptable values) are in place to verify that inputs match specified
Authenticity definitions for format and content. Inputs passed to interpreters are prescreened to

prevent the content from being unintentionally interpreted as commands. The extent to

which the information system is able to check the accuracy, completeness, validity, and

authenticity of information is guided by organizational policy and operational

requirements.
4.7.2.10 Roles Exceptions resulting from failed error checks or CPU-level Integrity: Relates to error | _ |\ <oe o 2:% Error Handling 122222 ]]'.222231 - - 2B.4d
authorized to respond [exceptions SHALL require intervention by an election official or Inspection | Manufacturer |handling and data range N e N/A N/C
to errors administrator before voting can continue. values.

The voting system SHALL proactively detect or prevent basic
.4‘7'2'.11 Elecy|or? violations of elgcnon |meg_r|ty (e.g, stuffing of the ba”‘?‘ box or Inspection | Manufacturer NIA to» I.T Security IZINSPECTIO None None None None None None None None Identified N/A N/C
integrity monitoring the accumulation of negative votes) and alert an election official capability N

or administrator if such violations they occur.

CP-10: INFORMATION SYSTEM RECOVERY AND RECONSTITUTION

Control: The organization employs mechanisms with supporting procedures to allow the

information system to be recovered and reconstituted to a known secure state after a

\nformation disruption or failure.
. . . Integrity: Relates to _ 1. 4.B.1.a(4); |Supplemental Guidance: Information system recovery and reconstitution to a known
4811 Resurqlng Al vou_ng system; SHALL be cgpable of resuming norma_l Functional Manufacturer |system error handling and IZINSPECTIO CP-10 System Recovery 14.1.4 9.2.8 Sc-2.1 COTR-L; 6.B.1.a(1); |secure state means that all system parameters (either default or organization- N/A N/C
normal operations operations following the correction of a failure in any device. N and ECND-1 " N o y .
recovery of operations. _— 6.B.2.a(3)(d)|established) are set to secure values, security-critical patches are reinstalled, security-
Reconstitution 4 ! ! . - ]

related configuration settings are reestablished, system documentation and operating

procedures are available, application and system software is reinstalled and configured

with secure settings, information from the most recent, known secure backups is

loaded, and the system is fully tested.
4.8.1.2 Failures not Exceptions and system recovery SHALL be handled in a manner Integrity: Relates to error |=INSPECTIO SI11 1221:12.2.2:
compromise voting or  [that protects the integrity of all recorded votes and audit log Functional Manufacturer |handling and data range Error Handling N - - 2.B.4d N/A N/C

. N N N SI-10 12.2.3;12.2.4
audit data information. values.

CP-10: INFORMATION SYSTEM RECOVERY AND RECONSTITUTION

Control: The organization employs mechanisms with supporting procedures to allow the

information system to be recovered and reconstituted to a known secure state after a

All vote capture device SHALL be capable of resuming normal o disruption or fa"“Fe- . . _—
. . Ny . 3 " . Integrity: Relates to _ ) ) Supplemental Guidance: Information system recovery and reconstitution to a known
4.8.1.3 Device survive |operation following the correction of a failure in any component . . I=INSPECTIO SI-11 . 12.2.1;12.2.2; N P
" N . N . Functional Manufacturer |system error handling and Error Handling | - - 2.B.4.d |[secure state means that all system parameters (either default or organization- N/A N/C
component failure (e.g., memory, CPU, printer) provided that catastrophic electrical N SI-10 12.2.3;12.2.4 y N o N .
N recovery of operations. established) are set to secure values, security-critical patches are reinstalled, security-
or mechanical damage has not occurred. 9 ) . y " N

related configuration settings are reestablished, system documentation and operating

procedures are available, application and system software is reinstalled and configured

with secure settings, information from the most recent, known secure backups is

loaded, and the system is fully tested.

CP-10: INFORMATION SYSTEM RECOVERY AND RECONSTITUTION

Control: The organization employs mechanisms with supporting procedures to allow the

information system to be recovered and reconstituted to a known secure state after a

disruption or failure.

Error conditions SHALL be corrected in a controlled fashion so Integrity: Relates to _ ) . Supplemental Guidance: Information system recovery and reconstitution to a known
4.8.2 Controlled N P " " I=INSPECTIO SI-11 . 12.2.1,12.2.2; N P

that voting system status may be restored to the initial state Functional Manufacturer |system error handling and Error Handling | - - 2.B.4.d |secure state means that all system parameters (either default or organization- N/A N/C
Recovery o N SI-10 12.2.3,12.24 : - . N .

existing before the error occurred. recovery of operations. established) are set to secure values, security-critical patches are reinstalled, security-

related configuration settings are reestablished, system documentation and operating

procedures are available, application and system software is reinstalled and configured

with secure settings, information from the most recent, known secure backups is

loaded, and the system is fully tested.

CP-10: INFORMATION SYSTEM RECOVERY AND RECONSTITUTION

Control: The organization employs mechanisms with supporting procedures to allow the

information system to be recovered and reconstituted to a known secure state after a

Nested error conditions that are corrected without reset, restart, disruption or failure.
4.8.2.1 Nested error reboot, or _shutdown of the vote capture dewcg SHALL be : Integrity: Relates tg |=INSPECTIO Si-11 _ 12.21:12.2.2: Supplemental Guidance: Information system recovery and reconsmunqn tg a known
. corrected in a controlled sequence so that voting system status  |Functional Manufacturer |system error handling and Error Handling | - - 2.B.4.d |[secure state means that all system parameters (either default or organization- N/A N/C
conditions L . " N SI-10 12.2.3;12.2.4 : N o . -
may be restored to the initial state existing before the first error recovery of operations. established) are set to secure values, security-critical patches are reinstalled, security-
occurred. related configuration settings are reestablished, system documentation and operating

procedures are available, application and system software is reinstalled and configured

with secure settings, information from the most recent, known secure backups is

loaded, and the system is fully tested.

CPU-level exceptions that are corrected without reset, restart, Integrity and Availability: SI-11
4.8.2.2 Reset CPU _reboot. or shutdown of the vote capture device SHALL be handled _ Relates to system error |D=DEMONST _ 12.21:12.2.2: ERRORl HAN_DLING _ ) . y _

in a manner that restores the CPU to a normal state and allows  |Functional Manufacturer N SI-11 Error Handling | - - 2.B.4.d |Control: The information system identifies and handles error conditions in an N/A
error states N f handling and recovery of |RATION 12.2.3;12.2.4 - . P . .

the voting system to log the event and recover as with a software- operations expeditious manner without providing information that could be exploited by

level exception. P ) adversaries.

CP-10: INFORMATION SYSTEM RECOVERY AND RECONSTITUTION

Control: The organization employs mechanisms with supporting procedures to allow the

information system to be recovered and reconstituted to a known secure state after a

When recovering from non-catastrophic failure or from any error disruption or failure.
. or malfunction that is within the operator's ability to correct, the Integrity: Relates to _ . . Supplemental Guidance: Information system recovery and reconstitution to a known
483 Res_;tore Device to voting system SHALL restore the device to the operating Functional Manufacturer |system error handling and IZINSPECTIO Si11 Error Handling 12'2'1', 1222, - - 2.B.4.d |[secure state means that all system parameters (either default or organization- N/A N/C
Checkpoints ey e " . " . N SI-10 12.2.3;12.24 y N o N .
condition existing immediately prior to the error or failure, without recovery of operations. established) are set to secure values, security-critical patches are reinstalled, security-
loss or corruption of voting data previously stored in the device. related configuration settings are reestablished, system documentation and operating

procedures are available, application and system software is reinstalled and configured

with secure settings, information from the most recent, known secure backups is

loaded, and the system is fully tested.

SI-9 INFORMATION INPUT RESTRICTIONS
4.9.1.1 Review source | The test lab SHALL assess the extent to which the application Funct}onal and ST&E_ - : Control: The orggnlzanon restricts the capability to input information to the information

N I o y . Requirement defined ins  [I=INSPECTIO Information Input ) system to authorized personnel.
versus manufacturer  |logic adheres to the specifications made in its design Inspection VSTL " SI-9 - 12.2.1;12.2.2 SD-1 - 2.B.9.b(11) N ) - . . . . N/A N/C
specifications documentation Appendix F of the NIST [N Restrictions Sup_plement_al Guidance: Restrictions on personnel_ authorized to input information to
) SP800-53A Rev.2 the information system may extend beyond the typical access controls employed by the

system and include limitations based on specific operational/project responsibilities.

SI-9 INFORMATION INPUT RESTRICTIONS
4.9.1.2 Review source |The test lab SHALL assess the extent to which the application Integrity and Availability: |, _ . Control: The orggnlzanon restricts the capability to input information to the information

" N " " " . . | - I=INSPECTIO Information Input ) system to authorized personnel.
versus coding logic adheres to the published, credible coding conventions Inspection VSTL Application programming SI-9 I 12.2.1;12.2.2 SD-1 - 2.B.9.b(11) N | - . . . . A N/C
. . N Restrictions Supplemental Guidance: Restrictions on personnel authorized to input information to
conventions chosen by the manufacturer. best practices. N N N

the information system may extend beyond the typical access controls employed by the

system and include limitations based on specific operational/project responsibilities.

SI-9 INFORMATION INPUT RESTRICTIONS Recommend the use
4.9.1.3 Review source Control: The organization restricts the capability to input information to the information of application
versus workmanship Tht_e test lab SHALL assess the extent to \_Nhlch the application Inspection VSTL Appllcauonj programming |(I=INSPECTIO ) Informapon Input 12.21:1222 SD-1 . 2.8.9.6(11) system to authorl;ed personne_l. _ _ » _ _ N/A scvanning Fools such

. logic adheres to the requirements of Section 4 Software. best practices. N Restrictions Supplemental Guidance: Restrictions on personnel authorized to input information to as Lumension, Nessus|
requirements ; N " )

the information system may extend beyond the typical access controls employed by the or Fortify for source

system and include limitations based on specific operational/project responsibilities. code analysis.

SI-6: SECURITY FUNCTIONALITY VERIFICATION

Control: The information system verifies the correct operation of security functions

[Selection (one or more): upon system startup and restart, upon command by user with Recommend the use

Relates to Self test and Securit appropriate privilege, periodically every [Assignment: organization-defined time-period]] of application
4.9.1.4 Efficacy of built- | The test lab SHALL verify the efficacy of built-in measurement, . diagnostic capability. I=INSPECTIO v 11.2.1; 4.B.1.c(2); |and [Selection (one or more): notifies system administrator, shuts the system down, scvanning tools such
. . . . Inspection VSTL o SI-6 Functionality - SS-2.2 DCSS-1 " . N/A N
in self-tests self-test, and diagnostic capabilities. Impacts Confedentiality, N Verification 11.2.2 5.B.2.b(2) [restarts the system] when anomalies are discovered. as Lumension, Nessus
Integrity and Availability Supplemental Guidance: The need to verify security functionality applies to all security or Fortify for source
functions. For those security functions that are not able to execute automated self-tests, code analysis.
the organization either implements compensating security controls or explicitly accepts
the risk of not performing the verification as required.
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The test lab SHALL analyze the source code of the security

Loss of Integrity,

FVAP

UOCA

4.8.3.a(8)(b)

RA-5: VULNERABILITY SCANNING

Control: The organization scans for vulnerabilities in the information system
[Assignment: organization-defined frequency] or when significant new vulnerabilities
potentially affecting the system are identified and reported.

Supplemental Guidance: Vulnerability scanning is conducted using appropriate
scanning tools and techniques. The organization trains selected personnel in the use
and maintenance of vulnerability scanning tools and techniques. Vulnerability scans are

4/2/2015

Recommend the use
of application

4.9.2.1 Security control : " - I=INSPECTIO Vulnerability 10.3.2; ECMT-1; VIVM | scheduled and/or random in accordance with organizational policy and assessment of scvanning tools such
: controls to assess whether they function correctly and cannot be | Inspection VSTL and/or RA-5 . 12.6.1 - n : . . i N s N/A N
source code review - L N Scanning 14.2.1 1 4.B.3.b(6)(b) [risk. The information obtained from the vulnerability scanning process is freely shared as Lumension, Nessus|
bypassed. Confidentiality , s N 0 S S N
;9.B.4.e |with appropriate personnel throughout the organization to help eliminate similar or Fortify for source
vulnerabilities in other information systems. Vulnerability analysis for custom software code analysis.
and applications may require additional, more specialized approaches (e.g.,
vulnerability scanning tools for applications, source code reviews, static analysis of
source code). NIST Special Publication 800-42 provides guidance on network security
testing. NIST Special Publication 800-40 (Version 2) provides guidance on patch and
vulnerability management.
Relates to the separation
of duties, least priviledge
and account
6.1.8;
management. Roles and 1511
Responsibilities are 15'1'4j ECLP-1 Least Privilege Recommend the use
The voting system SHALL allow the definition of personnel roles discussed in many 15'1'sj AC-2.1: AC- Access procedures enforce the principles of separation of duties and "least privilege." of application
5.1.1.1 Definition of with segregated duties and responsibilities on critical processes to . different sections. Impacts|D=DEMONST Account 8.3.3;11.2.1; e S . Access to privileged accounts is limited to privileged users. Use of privileged scvanning tools such
. L . : Functional VSTL N . AC-2 . | 15.1.8; | 2.2, AC-3.2; IAAC-1 4.B.2.a(3) T S o : . s N/A N
roles prevent a single person from compromising the integrity of the include: Loss of RATION Management 11.2.2;11.2.4; 1528 P41 accounts is limited to privileged functions; that is, privileged users use non-privileged as Lumension, Nessus|
system. Confidentiality, 11.7.2 16'1'3j ) accounts for all non-privileged functions. This control is in addition to an appropriate or Fortify for source
Availability and Integrity. 16v1.5: security clearance and need-to-know authorization. code analysis.
This is an operating P
. 16.2.12
system functional
requirement to meet the
above.
Relates to the separation
of duties, least priviledge
and account .
6.1.8;
management. Roles and .
15.1.1;
Respons es are N Recommend the use
. . 15.1.4; o
discussed in many 6.2.2,6.2.3; 1515 | AC-2.1: AC- of application
5,1.1_,2 Access to The voting _sys_;t_em SHALL ensure that only_ authorized roles, Functional VSTL _dlfferen} sections. Impacts [D=DEMONST AC-2 Account 8,3.3;.11,2.1;‘ 1518 |2.2:AC-3.2: JAAC-1 4B.2.a(3) N/A scvanning Fools such
election data groups, or individuals have access to election data. include: Loss of RATION Management 11.2.2;11.2.4; 15208 P41 as Lumension, Nessus|
Confidentiality, 11.7.2 o ) or Fortify for source
P . 16.1.3; i
Availability and Integrity. 1615 code analysis.
This is an operating P
. 16.2.12
system functional
requirement to meet the
above.
AC-5
SEPARATION OF DUTIES
Control: The information system enforces separation of duties through assigned access
authorizations.
Supplemental Guidance: The organization establishes appropriate divisions of
. . responsibility and separates duties as needed to eliminate conflicts of interest in the
The voting system SHALL require at least two persons from a Integrity & Confidentiality: responsibilities and duties of individuals. There is access control software on the
5.1.1.3 Separation of  |predefined group for validating the election configuration . 9 . Y" |D=DEMONST Information Flow |10.6.2; 11.4.5; EBBD-1; 4B.3.a(3); |. ponsi . X .
3 H N . N Functional VSTL Procedual requirement to AC-4 | - information system that prevents users from having all of the necessary authority or N/A N/C
duties information, accessing the cast vote records, and starting the " RATION Enforcement 11.4.6;11.4.7 EBBD-2 7B3g9 | N Y 3
) prevent collusion information access to perform fraudulent activity without collusion. Examples of
tabulation process. N o A N AR "
separation of duties include: (i) mission functions and distinct information system
support functions are divided among different individuals/roles; (ii) different individuals
perform information system support functions (e.g., system management, systems
programming, quality assurance/testing, configuration management, and network
security); and (iii) security personnel who administer access control functions do not
administer audit functions.
Loss of Integrity,
. The voting system SHALL identify and authenticate each person confidentiality or _
5‘112.'1 I_denuty to whom access is granted, and the specific functions and data to |Functional VSTL availability of information D=DEMONST AC-7 Uns_uccessful 11.5.1 15.1.14 AC-3.2 ECLO-1 4.8.2.2(17)( N/A N/C
verification . . RATION Login Attempts c)-(d)
which each person holds authorized access. stored, processed or
transmitted.
AC-5
SEPARATION OF DUTIES
Control: The information system enforces separation of duties through assigned access
authorizations.
. Supplemental Guidance: The organization establishes appropriate divisions of
Loss of Integrity 6.1.1 responsibility and separates duties as needed to eliminate conflicts of interest in the
The voting system SHALL allow the administrator group or role to " egrity, 6.1.2; ponsiitity par PR :
. o . . . N confidentiality or _ . : . ! . . responsibilities and duties of individuals. There is access control software on the
5.1.2.2 Access control [configure permissions and functionality for each identity, group or . o . . D=DEMONST Separation of 10.1.3; 10.6.1;| 6.1.3; | AC-3.2; SD- 2.A1; . N N .
y N . . 2 Functional VSTL availability of information AC-5 N . ECLP-1 information system that prevents users from having all of the necessary authority or N/A N/C
configuration role to include account and group/role creation, modification, and RATION Duties 10.10.1 15.2.1; 12 4.B.3.a(18) |. N Y 3
) stored, processed or N information access to perform fraudulent activity without collusion. Examples of
deletion. . 16.1.2; N o R . AR "
transmitted. 1715 separation of duties include: (i) mission functions and distinct information system
- support functions are divided among different individuals/roles; (ii) different individuals
perform information system support functions (e.g., system management, systems
programming, quality assurance/testing, configuration management, and network
security); and (iii) security personnel who administer access control functions do not
administer audit functions.
AC-5
SEPARATION OF DUTIES
Control: The information system enforces separation of duties through assigned access
authorizations.
. Supplemental Guidance: The organization establishes appropriate divisions of
" 6.1.1; P h L . : .
Loss of Integrity, 612 responsibility and separates duties as needed to eliminate conflicts of interest in the
5.1.2.3 Default access |The voting system’s default access control permissions SHALL . con_flde_n_nallty_ or . D=DEMONST Separation of 10.1.3;10.6.1;| 6.1.3; [AC-3.2; SD- 2.A1; _respon5|_b|||t|es and duties of individuals, There s access control software on th.e
. ) . o Functional VSTL availability of information AC-5 N . ECLP-1 information system that prevents users from having all of the necessary authority or N/A N/C
control configuration implement the least privileged role or group needed. RATION Duties 10.10.1 15.2.1; 12 4.B.3.a(18) |. N Y N
stored, processed or 1610 information access to perform fraudulent activity without collusion. Examples of
transmitted. 17’ 1‘ 5‘ separation of duties include: (i) mission functions and distinct information system
- support functions are divided among different individuals/roles; (ii) different individuals
perform information system support functions (e.g., system management, systems
programming, quality assurance/testing, configuration management, and network
security); and (iii) security personnel who administer access control functions do not
administer audit functions.
SC-3
N 6.1.1; SECURITY FUNCTION ISOLATION
Loss of Integrity, N . B N . N . N .
_ _ » confidentiality or _ 6.1.2; Control: The |nf0r_mat|on syste_m |so|at§s security f_uncuons from_ nonsegurlty functions.
5.1.2.4 Escalation The voting system SHALL prevent a lower-privilege process from . Lo . . D=DEMONST Separation of 10.1.3;10.6.1;| 6.1.3; [AC-3.2; SD- 2.A1; Supplemental Guidance: The information system isolates security functions from
y I ; L Functional VSTL availability of information AC-5 3 . ECLP-1 N N o N . " N/A N/C
prevention modifying a higher-privilege process. RATION Duties 10.10.1 15.2.1; 12 4.B.3.a(18) [nonsecurity functions by means of partitions, domains, etc., including control of access
stored, processed or N 3 N . y
8 16.1.2; to and integrity of, the hardware, software, and firmware that perform those security
transmitted. N . . L " §
17.15 functions. The information system maintains a separate execution domain (e.g.,
address space) for each executing process.
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5.1.2.5 Operating
system privileged
account restriction

The voting system SHALL NOT require its execution as an
operating system privileged account and SHALL NOT require the
use of an operating system privileged account for its operation.

Functional

VSTL

Loss of Integrity,
confidentiality or
availability of information
stored, processed or
transmitted.

D=DEMONST
RATION

AC-5

Separation of
Duties

10.1.3;10.6.1;
10.10.1

AC-3.2; SD-
12

FVAP

ECLP-1

UOCA

2A1;
4.B.3.a(18)

AC-5
SEPARATION OF DUTIES

Control: The information system enforces separation of duties through assigned access

authorizations.

Supplemental Guidance: The organization establishes appropriate divisions of
responsibility and separates duties as needed to eliminate conflicts of interest in the
responsibilities and duties of individuals. There is access control software on the
information system that prevents users from having all of the necessary authority or
information access to perform fraudulent activity without collusion. Examples of
separation of duties include: (i) mission functions and distinct information system
support functions are divided among different individuals/roles; (ii) different individuals
perform information system support functions (e.g., system management, systems
programming, quality assurance/testing, configuration management, and network
security); and (iii) security personnel who administer access control functions do not
administer audit functions.

4/2/20

N/C

15

5.1.2.6 Logging of
account

The voting system SHALL log the identification of all personnel
accessing or attempting to access the voting system to the
system event log.

Functional

VSTL

Forensic auditing abilities.
Loss of Integrity,
confidentiality or
availability of information
stored, processed or
transmitted.

D=DEMONST
RATION

AU-2

Auditable Events

10.10.1

ECAR-3

4.8.2.a(4)(d)

ECAR-3 Audit Record Content

Audit records include:

- User ID.

- Successful and unsuccessful attempts to access security files

- Date and time of the event.

- Type of event.

- Success or failure of event.

- Successful and unsuccessful logons.

- Denial of access resulting from excessive number of logon attempts.

- Blocking or blacklisting a user ID, terminal or access port, and the reason for the
action.

- Activities that might modify, bypass, or negate safeguards controlled by the
system.

- Data required to audit the possible use of covert channel mechanisms.

- Privileged activities and other system-level access.

- Starting and ending time for access to the system.

- Security relevant actions associated with periods processing or the changing of
security labels or categories of information.

5.1.2.7 Monitoring
voting system access

The voting system SHALL provide tools for monitoring access to
the system. These tools SHALL provide specific users real time

display of persons accessing the system as well as reports from
logs.

Functional

VSTL

Forensic auditing abilities.
Loss of Integrity,
confidentiality or

ilability of information

stored, processed or
transmitted.

D=DEMONST
RATION

AU-2

Auditable Events

10.10.1

ECAR-3

4.8.2.a(4)(d)

ECAR-3 Audit Record Content

Audit records include:

- User ID.

- Successful and unsuccessful attempts to access security files

- Date and time of the event.

- Type of event.

- Success or failure of event.

- Successful and unsuccessful logons.

- Denial of access resulting from excessive number of logon attempts.

- Blocking or blacklisting a user ID, terminal or access port, and the reason for the
action.

- Activities that might modify, bypass, or negate safeguards controlled by the
system.

- Data required to audit the possible use of covert channel mechanisms.

- Privileged activities and other system-level access.

- Starting and ending time for access to the system.

- Security relevant actions associated with periods processing or the changing of
security labels or categories of information.

N/C

5.1.2.8 Login failures

The vote capture devices at the kiosk locations and the central
server SHALL have the capability to restrict access to the voting
system after a preset number of login failures. a. The lockout
threshold SHALL be configurable by appropriate
administrators/operators. b. The voting system SHALL log the
event. c. The voting system SHALL immediately send a
notification to appropriate administrators/operators of the event.
d. The voting system SHALL provide a mechanism for the
appropriate administrators/operators to reactivate the account
after appropriate confirmation.

Functional

VSTL

Forensic auditing abilities.
Loss of Integrity,
confidentiality or
availability of information
stored, processed or
transmitted.

D=DEMONST
RATION

AU-2

Auditable Events

10.10.1

17.1.1;
17.1.2;
17.1.4

ECAR-3

4.B.2.a(4)(d)

ECAR-3 Audit Record Content

Audit records include:

- User ID.

- Successful and unsuccessful attempts to access security files

- Date and time of the event.

- Type of event.

- Success or failure of event.

- Successful and unsuccessful logons.

- Denial of access resulting from excessive number of logon attempts.

- Blocking or blacklisting a user ID, terminal or access port, and the reason for the
action.

- Activities that might modify, bypass, or negate safeguards controlled by the
system.

- Data required to audit the possible use of covert channel mechanisms.

- Privileged activities and other system-level access.

- Starting and ending time for access to the system.

- Security relevant actions associated with periods processing or the changing of
security labels or categories of information.

N/C

5.1.2.9 Account lockout
logging

The voting system SHALL log a notification when any account
has been locked out.

Functional

VSTL

Forensic auditing abilities.
Loss of Integrity,
confidentiality or
availability of information
stored, processed or
transmitted.

D=DEMONST
RATION

AU-2

Auditable Events

10.10.1

ECAR-3

4.8.2.a(4)(d)

ECAR-3 Audit Record Content

Audit records include:

- User ID.

- Successful and unsuccessful attempts to access security files

- Date and time of the event.

- Type of event.

- Success or failure of event.

- Successful and unsuccessful logons.

- Denial of access resulting from excessive number of logon attempts.

- Blocking or blacklisting a user ID, terminal or access port, and the reason for the
action.

- Activities that might modify, bypass, or negate safeguards controlled by the
system.

- Data required to audit the possible use of covert channel mechanisms.

- Privileged activities and other system-level access.

- Starting and ending time for access to the system.

- Security relevant actions associated with periods processing or the changing of
security labels or categories of information.

N/C

5.1.2.10 Session time-
out

Authenticated sessions on critical processes SHALL have an
inactivity time-out control that will require personnel re-
authentication when reached. This time-out SHALL be
implemented for administration and monitor consoles on all voting
system devices.

Functional

VSTL

Forensic auditing abilities.
Loss of Integrity,
confidentiality or
availability of information
stored, processed or
transmitted.

D=DEMONST
RATION

AU-2

Auditable Events

10.10.1

17.1.1;
17.1.2;
17.1.4

ECAR-3

4.B.2.a(4)(d)

ECAR-3 Audit Record Content

Audit records include:

- User ID.

- Successful and unsuccessful attempts to access security files

- Date and time of the event.

- Type of event.

- Success or failure of event.

- Successful and unsuccessful logons.

- Denial of access resulting from excessive number of logon attempts.

- Blocking or blacklisting a user ID, terminal or access port, and the reason for the
action.

- Activities that might modify, bypass, or negate safeguards controlled by the
system.

- Data required to audit the possible use of covert channel mechanisms.

- Privileged activities and other system-level access.

- Starting and ending time for access to the system.

- Security relevant actions associated with periods processing or the changing of
security labels or categories of information.

N/C

5.1.2.11 Screen lock

Authenticated sessions on critical processes SHALL have a
screen-lock functionality that can be manually invoked.

Functional

VSTL

Access control and
session lock: Loss of
Integrity, confidentiality or
availability of information
stored, processed or
transmitted.

D=DEMONST
RATION

AC-11

Session Lock

11.3.2

16.1.4

AC-3.2

PESL-1

4.B.1.a(5)

SESSION LOCK

Control: The information system prevents further access to the system by initiating a
session lock after [Assignment: organization-defined time period] of inactivity, and the
session lock remains in effect until the user reestablishes access using appropriate
identification and authentication procedures.

Supplemental Guidance: Users can directly initiate session lock mechanisms. A session| N

lock is not a substitute for logging out of the information system. Organization-defined
time periods of inactivity comply with federal policy; for example, in accordance with

OMB Memorandum 06-16, the organization-defined time period is no greater than thirty

i lﬁa%for remote access and portable devices.
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FVAP| UOC AUSER IDENTIFICATION AND AUTHENTICATION 4/2/%0 15
Control: The information system uniquely identifies and authenticates users (or Recommendation: The|
Loss of Integrit processes acting on behalf of users). use of three factor
confidemiali? c)tlrl User Supplemental Guidance: Users are uniquely identified and authenticated for all authentication method
5.2.1.1 Strength of Authentication mechanisms supported by the voting system Functional VSTL availabilit ofyinformation D=DEMONST A2 \dentification and 11.2.3;11.4.2; 151 . JAIAL 4B.2.a(7) accesses other than those accesses explicitly identified and documented by the N/A to include biometric.
authentication SHALL support authentication strength of at least 1/1,000,000. Y RATION . 11.5.2 . e organization in accordance security control AC-14. Authentication of user identities is Cross-over error rates
stored, processed or Authentication . 3 : .
transmitted, accomplished through the use of passwords, tokens, biometrics, or in the case of (CER) and Equal Error
| multifactor authentication, some combination thereof. NIST Special Publication 800-63 Rates should be
provides guidance on remote electronic authentication including strength of known.
authentication mechanisms.
1A-2
USER IDENTIFICATION AND AUTHENTICATION
Loss of Integrity, Control: The information system uniquely identifies and authenticates users (or
- . . - confidentiality or . User . . processes acting on behalf of users).
5212 Mln.lmum The vot!ng ;ystem SHALL guthennca{e users per the minimum Functional VSTL availability of information D=DEMONST 1A-2 Identification and 11.2.3,11.4.2; 15.1 - IAIA-1 4.B.2.a(7) [Supplemental Guidance: Users are uniquely identified and authenticated for all N/A N/C
authentication methods |authentication methods outlined below. RATION - 1152 A i
stored, processed or Authentication accesses other than those accesses explicitly identified and documented by the
transmitted. organization in accordance security control AC-14. Authentication of user identities is
accomplished through the use of passwords, tokens, biometrics, or in the case of
multifactor authentication, some combination thereof.
1A-2
USER IDENTIFICATION AND AUTHENTICATION
Loss of Integrity, Control: The information system uniquely identifies and authenticates users (or
5.2.1.3 Multiple . . . - confidentiality or _ User . ) processes acting on behalf of users).
authentication The voting system SHAITL provide multl_ple _authentlcauon Functional VSTL availability of information D=DEMONST 1A-2 Identification and 11.23,11.4.2, 15.1 - IAIA-1 4.B.2.a(7) |Supplemental Guidance: Users are uniquely identified and authenticated for all N/A N/C
. methods to support multi-factor authentication. RATION . 11.5.2 o -
mechanisms stored, processed or Authentication accesses other than those accesses explicitly identified and documented by the
transmitted. organization in accordance security control AC-14. Authentication of user identities is
accomplished through the use of passwords, tokens, biometrics, or in the case of
multifactor authentication, some combination thereof.
IA-5
AUTHENTICATOR MANAGEMENT
Control: The organization manages information system authenticators by: (i) defining
initial authenticator content; (ii) establishing administrative procedures for initial
authenticator distribution, for lost/compromised, or damaged authenticators, and for
N o revoking authenticators; (iii) changing default authenticators upon information system
Loss of Integrity, . . o N . / . R
When private or secret authentication data is stored by the voting confidentiality or 15.1.10; installation; and (iv) changing/refreshing authenticators periodically.
5.2.1.4 Secure storage . : - . P . . D=DEMONST Authenticator . T IAKM-1; IATS- | 4.B.2.a(7); [Supplemental Guidance: Information system authenticators include, for example,
o system, it SHALL be protected to ensure that the confidentiality — |Functional VSTL availability of information IA-5 11.5.2;11.5.3| 15.1.11; AC-3.2 . o . N N/A N/C
of authentication data N ) . RATION Management N 1; IAIA-2 4.B.3.a(11) |tokens, PKI certificates, biometrics, passwords, and key cards. Users take reasonable
and integrity of the data are not violated. stored, processed or 15.1.12; N N : PN 3 N
B i measures to safeguard authenticators including maintaining possession of their
transmitted. 15.1.13; Lo > N N N .
16.1.3: individual authenticators, not loaning or sharing authenticators with others, and
o reporting lost or compromised authenticators immediately. For password-based
16.2.3 o . N " s
authentication, the information system: (i) protects passwords from unauthorized
disclosure and modification when stored and transmitted; (i) prohibits passwords from
being displayed when entered; (iii) enforces password minimum and maximum lifetime
restrictions; and (iv) prohibits password reuse for a specified number of generations.
Passwords, tokens, or
. . . other devices are used to
The voting system SHALL provide a mechanism to reset a . N N _ . 1. 7 .
5.2.1.5 Password reset |password if it is forgotten, in accordance with the system Functional VSTL identify and authemlpale D=DEMONST IA-5 Authenticator 11.5.2;11.5.3 AC-3.2 IAKM-L; 1ATS- | 4.8.2.a(7); Related security controls: AC-14, AC-17 N/A N/C
access/security polic users. Loss of Integrity,  [RATION Management 1 4.B.3.a(11)
Y policy. Availability and
Confidentiality
IA-5
The voting system SHALL allow the administrator group or role to AUTHENTICATOR MANAGEMENT
specify password strength for all accounts including minimum Medium Impact. - . 1. . . |Control: The organization manages information system authenticators by: (i) defining
it-rze.i.sthpcajnsrivoﬁaﬁon password length, use of capitalized letters, use of numeric Functional VSTL Administrave roles and g;?%“:‘ONST IA-5 :\A\:::n:;aéz{ 11.5.2;11.5.3 AC-3.2 IAKM :; IATS :BB:?:((Z])_) initial authenticator content; (ii) establishing administrative procedures for initial N/A N/C
9 9 characters, and use of non-alphanumeric characters per NIST 800| responsibilities 9 B authenticator distribution, for lost/compromised, or damaged authenticators, and for
63 Electronic Authentication Guideline Standards. revoking authenticators; (iii) changing default authenticators upon information system
installation; and (iv) changing/refreshing authenticators periodically.
IA-5
AUTHENTICATOR MANAGEMENT
The voting system SHALL enforce password histories and allow T - . 1. . . |Control: The organization manages information system authenticators by: (i) defining
ﬁi:t‘;r]:oansﬁsvﬂor;?ion the administrator to configure the history length when passwords |Functional VSTL I’:teedltlig- Impacts g;?ERLONST IA-5 C::::n:;a;z: 11.5.2;11.5.3 AC-3.2 IAKM :; IATS ::g:g])_) initial authenticator content; (ii) establishing administrative procedures for initial N/A N/C
Y 9 are stored by the system. 1 NIST Special Publication 800-57 oty 9 B authenticator distribution, for lost/compromised, or damaged authenticators, and for
revoking authenticators; (iii) changing default authenticators upon information system
installation; and (iv) changing/refreshing authenticators periodically.
IA-5
AUTHENTICATOR MANAGEMENT
5.2.1.8 Account . . T - . 1. . . |Control: The organization manages information system authenticators by: (i) defining
information password The voting system SHALL ensure that the user name is not used Functional VSTL MedlL{m. Impacts D=DEMONST IA-5 Authenticator 11.5.2;11.5.3 AC-3.2 IAKM-L; 1ATS- | 4.8.2.a(7); initial authenticator content; (ii) establishing administrative procedures for initial N/A N/C
o in the password. Integrity. RATION Management 1 4.B.3.a(11) N o g :
restriction authenticator distribution, for lost/compromised, or damaged authenticators, and for
revoking authenticators; (i) changing default authenticators upon information system
installation; and (iv) changing/refreshing authenticators periodically.
IA-5
AUTHENTICATOR MANAGEMENT Passwords SHALL
5.2.1.9 Automated The voting system SHALL provide a means to automatically . Medium: Impacts D=DEMONST Authenticator ) IAKM-1; IATS- | 4.B.2.a(7); _C_o_nlrol: The prganlzatlon ”_‘af‘ages |qfor_matnon s_y_stem_authentlcators by: .(l? Qeflnlng conform to DoD
o . Functional VSTL N IA-5 115.2;11.5.3 AC-3.2 initial authenticator content; (ii) establishing administrative procedures for initial N/A L
password expiration  |expire passwords. Integrity. RATION Management 1 4.B.3.a(11) N i 4 N DIACAP minimum
authenticator distribution, for lost/compromised, or damaged authenticators, and for standards
revoking authenticators; (iii) changing default authenticators upon information system |
installation; and (iv) changing/refreshing authenticators periodically.
CA-3
. . " . | 11y DCID-1; EBCR: INFORMATION SYSTEM CONNECTIONS
5.2.1.10 Device The \_/otlng system Servers and vote capt_ure devices SHALL . Medium: Impacts D=DEMONST Information 10'6'Zf 10'9'1j 3.2.9; 1, EBRU-1; 9.B.3; Control: The organization authorizes all connections from the information system to
- identify and authenticate one another using NIST - approved Functional VSTL " CA-3 System 11.4.5;11.4.6; CC-2.1 N . y N - N/A N/C
authentication y - . N Integrity. RATION " 4.1.8; EBPW-1; ECIC{ 9.D.3.c |other information systems outside of the accreditation boundary through the use of
cryptographic authentication methods at the 112 bits of security. Connections 11.4.7 N - .
12.2.3 1 D nnection agreements and monitors/controls the system connections on an H "
Fage 10\ rapasi. Version 2.1




5.2.1.11 Network
authentication

Remote voting location site Virtual Private Network (VPN)
connections (i.e., vote capture devices) to voting servers SHALL
be authenticated using strong mutual cryptographic authentication
at the 112 bits of security.

Functional

VSTL

Loss of Integrity,
confidentiality or
availability of information
stored, processed or
transmitted.

D=DEMONST
RATION

AC-17

Remote Access

11.4.2,11.4.3;
11.4.4

16.2.4;
16.2.8

AC-3.2

FVAP

EBRP-1;
EBRU-1

UOCA

4.8.1.a(1)(b)

4.B.3.a(12);
7D2e

FISCAM Requirement

FIPS 200 Requirements

AC-17

REMOTE ACCESS

Control: The organization authorizes, monitors, and controls all methods of remote
access to the information system.

Supplemental Guidance: Remote access is any access to an organizational information
system by a user (or an information system) communicating through an external, non-
organization-controlled network (e.g., the Internet). Examples of remote access
methods include dial-up, broadband, and wireless. Remote access controls are
applicable to information systems other than public web servers or systems specifically
designed for public access. The organization restricts access achieved through dial-up
connections (e.g., limiting dial-up access based upon source of request) or protects
against unauthorized connections or subversion of authorized connections (e.g., using
virtual private network technology). NIST Special Publication 800-63 provides guidance
on remote electronic authentication. If the federal Personal Identity Verification (P1V)
credential is used as an identification token where cryptographic token-based access
control is employed, the access control system conforms to the requirements of FIPS

4/2/20

N/C

5.2.1.12 Message
authentication

Message authentication SHALL be used for applications to protec
the integrity of the message content using a schema with 112 bits
of security.

Functional

VSTL

Loss of Integrity.

D=DEMONST
RATION

SC-23

Session
Authenticity

SC-23

SESSION AUTHENTICITY

Control: The information system provides mechanisms to protect the authenticity of
communications sessions.

Supplemental Guidance: This control focuses on communications protection at the
session, versus packet, level. The intent of this control is to implement session-level
protection where needed (e.g., in service-oriented architectures providing web-based
services). NIST Special Publication 800-52 provides guidance on the use of transport
layer security (TLS) mechanisms. NIST Special Publication 800-77 provides guidance
on the deployment of IPsec virtual private networks (VPNs) and other methods of
protecting communications sessions. NIST Special Publication 800-95 provides

guidance on secure web services.

N/A

Recommend that
authentication schema
SHALL be
commensurate with
the highest level
technically feasable.
This requirement will
constantly change as
new schema’s become
available.

5.2.1.13 Message
authentication
mechanisms

IPsec, SSL, or TLS and MAC mechanisms SHALL all be
configured to be compliant with FIPS 140-2 using approved
algorithm suites and protocols.

Functional

VSTL

Loss of Integrity,
confidentiality or
availability of information
stored, processed or
transmitted.

D=DEMONST
RATION

AC-17

Remote Access

114271143,
11.4.4

16.2.4;
16.2.8

AC-3.2

EBRP-1;
EBRU-1

4.8.1.a(1)(b)

4.B.3.a(12);
7D2e

AC-17

REMOTE ACCESS

Control: The organization authorizes, monitors, and controls all methods of remote
access to the information system.

Supplemental Guidance: Remote access is any access to an organizational information
system by a user (or an information system) communicating through an external, non-
organization-controlled network (e.g., the Internet). Examples of remote access
methods include dial-up, broadband, and wireless. Remote access controls are
applicable to information systems other than public web servers or systems specifically
designed for public access. The organization restricts access achieved through dial-up
connections (e.g., limiting dial-up access based upon source of request) or protects
against unauthorized connections or subversion of authorized connections (e.g., using
virtual private network technology). NIST Special Publication 800-63 provides guidance
on remote electronic authentication. If the federal Personal Identity Verification (P1V)
credential is used as an identification token where cryptographic token-based access
control is employed, the access control system conforms to the requirements of FIPS
201 and NIST Special Publications 800-73 and 800-78. NIST Special Publication 800-
77 provides guidance on IPsec-based virtual private networks. Related security control:
1A-2.

N/C

15

5.3.1.1 Cryptographic
functionality

All cryptographic functionality SHALL be implemented using NIST:
approved cryptographic algorithms/schemas, or use published
and credible cryptographic algorithms/schemas/protocols.

Inspection

VSTL

Loss of Integrity,
confidentiality or
availability of information
stored, processed or
transmitted.

T=TEST

IA-7

Cryptographic
Module;
Authentication

16.1.7

16.1.7

National Institute of Standards and Technology Special Publication 800-29, A
Comparison of the Security Requirements for Cryptographic Modules in FIPS 140-1
and FIPS 140-2, June 2001.

IA-7

CRYPTOGRAPHIC MODULE AUTHENTICATION

Control: The information system employs authentication methods that meet the
requirements of applicable laws, Executive Orders, directives, policies, regulations,
standards, and guidance for authentication to a cryptographic module.
Supplemental Guidance: The applicable federal standard for authentication to a
cryptographic module is FIPS 140-2 (as amended). Validation certificates issued by the
NIST Cryptographic Module Validation Program (including FIPS 140-1, FIPS 140-2,
and future amendments) remain in effect, and the modules remain available for
continued use and purchase until a validation certificate is specifically revoked.
Additional information on the use of validated cryptography is available at
http://csrc.nist.gov/cryptval.

N/A

N/C

5.3.1.2 Required
security strength

Cryptographic algorithms and schemas SHALL be implemented
with a security strength equivalent to at least 112 bits of security
to protect sensitive voting information and election records.

Inspection

VSTL

Loss of Integrity,
confidentiality or
availability of information
stored, processed or
transmitted.

T=TEST

IA-7

Cryptographic
Module;
Authentication

16.1.7

16.1.7

National Institute of Standards and Technology Special Publication 800-29, A
Comparison of the Security Requirements for Cryptographic Modules in FIPS 140-1
and FIPS 140-2, June 2001.

IA-7

CRYPTOGRAPHIC MODULE AUTHENTICATION

Control: The information system employs authentication methods that meet the
requirements of applicable laws, Executive Orders, directives, policies, regulations,
standards, and guidance for authentication to a cryptographic module.
Supplemental Guidance: The applicable federal standard for authentication to a
cryptographic module is FIPS 140-2 (as amended). Validation certificates issued by the
NIST Cryptographic Module Validation Program (including FIPS 140-1, FIPS 140-2,
and future amendments) remain in effect, and the modules remain available for
continued use and purchase until a validation certificate is specifically revoked.
Additional information on the use of validated cryptography is available at
http://csrc.nist.gov/cryptval.

N/A

Recommend that
authentication schema
SHALL be
commensurate with
the highest level
technically feasable.
This requirement will
constantly change as
new schema’s become
available.

5.3.1.3 Use NIST-
approved cryptography
for communications

Cryptography used to protect information in-transit over public
telecommunication networks SHALL use NIST-approved
algorithms and cipher suites. In addition the implementations of
these algorithms SHALL be NIST-approved (Cryptographic
Algorithm Validation Program).

Test
Method:
Function

VSTL

Loss of Integrity,
confidentiality or
availability of information
stored, processed or
transmitted.

T=TEST

IA-7

Cryptographic
Module;
Authentication

16.1.7

16.1.7

National Institute of Standards and Technology Special Publication 800-29, A
Comparison of the Security Requirements for Cryptographic Modules in FIPS 140-1
and FIPS 140-2, June 2001.

IA-7

CRYPTOGRAPHIC MODULE AUTHENTICATION

Control: The information system employs authentication methods that meet the
requirements of applicable laws, Executive Orders, directives, policies, regulations,
standards, and guidance for authentication to a cryptographic module.
Supplemental Guidance: The applicable federal standard for authentication to a
cryptographic module is FIPS 140-2 (as amended). Validation certificates issued by the
NIST Cryptographic Module Validation Program (including FIPS 140-1, FIPS 140-2,
and future amendments) remain in effect, and the modules remain available for
continued use and purchase until a validation certificate is specifically revoked.
Additional information on the use of validated cryptography is available at
http://csrc.nist.gov/cryptval.

N/A

N/C

5.3.2.1 Key generation
methods

Cryptographic keys generated by the voting system SHALL use a
NIST-approved key generation method, or a published and
credible key generation method.

Inspection

VSTL

Loss of Integrity,
confidentiality or
availability of information
stored, processed or
transmitted.

T=TEST

SC-12

Cryptographic
Key
Establishment
and Management

12.3.1;12.3.2

16.1.7;
16.1.8

IAKM-1

1.6

SC-12

CRYPTOGRAPHIC KEY ESTABLISHMENT AND MANAGEMENT

Control: When cryptography is required and employed within the information system,
the organization establishes and manages cryptographic keys using automated
mechanisms with supporting procedures or manual procedures.

Supplemental Guidance: NIST Special Publication 800-56 provides guidance on
cryptographic key establishment. NIST Special Publication 800-57 provides guidance
on cryptographic key management.

N/C

5.3.2.2 Security of key
generation methods

Compromising the security of the key generation method (e.g.,
guessing the seed value to initialize the deterministic random
number generator (RNG)) SHALL require as least as many
operations as determining the value of the generated key.

Inspection

VSTL

Loss of Integrity,
confidentiality or
availability of information
stored, processed or
transmitted.

T=TEST

None

None

None

None

None

None

None

National Institute of Standards and Technology Special Publication 800-90,
Recommendation for Random Number Generation Using Deterministic Random Bit
Generators (Revised), March 2007.

N/C

5.3.2.3 Seed values

If a seed key is entered during the key generation process, entry
of the key SHALL meet the key entry requirements in 5.3.3.1. If
intermediate key generation values are output from the
cryptographic module, the values SHALL be output either in
encrypted form or under split knowledge procedures.

Inspection

VSTL

Loss of Integrity,
confidentiality or
availability of information
stored, processed or
transmitted.

T=TEST

SC-12

Cryptographic
Key
Establishment
and Management

12.3.1;12.3.2

16.1.7;
16.1.8

IAKM-1

1.6

National Institute of Standards and Technology Special Publication 800-90,
Recommendation for Random Number Generation Using Deterministic Random Bit
Generators (Revised), March 2007.SC-12

CRYPTOGRAPHIC KEY ESTABLISHMENT AND MANAGEMENT

Control: When cryptography is required and employed within the information system,
the organization establishes and manages cryptographic keys using automated
mechanisms with supporting procedures or manual procedures.

Supplemental Guidance: NIST Special Publication 800-56 provides guidance on
cryptographic key establishment. NIST Special Publication 800-57 provides guidance
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National Institute of Standards and Technology Special Publication 800-90,
Recommendation for Random Number Generation Using Deterministic Random Bit
Cryptographic keys used to protect information in-transit over N Generators (Revised), March 2007.SC-12
5.3.2.4 Use NIST- public telecommunication networks SHALL use NIST-approved 'C‘g:fsl d"efr:gzg"oyr’ Cryptographic FVAP| UOC AcrYPTOGRAPHIC KEY ESTABLISHMENT AND MANAGEMENT 4/2/2015
approvgd key key gengranon methods. If the approved key generation method Inspection VSTL availabilty of information |T=TEST sc.12 Key _ 12.31:12.32 16.1.7; . JAKM-1 16 Control: Whe_n cryptography is required and employed \_/vnhln the _|nf0rmat|on system, N/A NIC
generation methods for |requires input from a random number generator, then an Establishment 16.1.8 the organization establishes and manages cryptographic keys using automated
I stored, processed or . . N
communications approved (FIPS 140-2) random number generator SHALL be transmitted, and Management mechanisms with supporting procedures or manual procedures.
used. . Supplemental Guidance: NIST Special Publication 800-56 provides guidance on
cryptographic key establishment. NIST Special Publication 800-57 provides guidance
on cryptographic key management.
Random number generators used to generate cryptographic keys LOSS. of Integrity, " N . .
5.3.2.5 Random SHALL implement one or more health tests that provide confidentiality or National Institute of Standards and Technology Special Publication 800-90, The health
number generator P pre Inspection VSTL availability of information |T=TEST None None None None None None None test function determines that the DRBG mechanism continues to function Covered in NIST Special Publication 800-90 N/C
assurance that the random number generator continues to
health tests . . stored, processed or correctly.
operate as intended (e.g., the entropy source is not stuck). ;
transmitted.
5.3.3.1Key entry and [Secret and private keys established using automated methods Loss of Integrity,
output SHALL be entered into and output from a voting system in confidentiality or National Institute of Standards and Technology Special Publication 800-90, The health
encrypted form. Secret and private keys established using manual| Inspection VSTL availability of information |T=TEST None None None None None None None test function determines that the DRBG mechanism continues to function Covered in NIST Special Publication 800-90 N/C
methods may be entered into or output from a system in plaintext stored, processed or correctly.
form. transmitted.
5.3.4.1 Key storage Loss of Integrity,
Cryptographic keys stored within the voting system SHALL NOT confidentiality or National Institute of Standards and Technology Special Publication 800-90, The health
be stored in plaintext. Keys stored outside the voting system Inspection VSTL availability of information |T=TEST None None None None None None None test function determines that the DRBG mechanism continues to function N/A N/C
SHALL be protected from disclosure or modification. stored, processed or correctly.
transmitted.
5.3.4.2 Key zeroization Loss of Integrity,
The voting system SHALL provide methods to zeroize all confidentiality or National Institute of Standards and Technology Special Publication 800-90, The health
¥ 9 sy ALL P . o Functional VSTL availability of information (T=TEST None None None None None None None test function determines that the DRBG mechanism continues to function N/A N/C
plaintext secret and private cryptographic keys within the system.
stored, processed or correctly.
transmitted.
5.3.4.3 Support for Loss of Integrity,
rekeying The voting system SHALL support the capability to reset confidentiality or National Institute of Standards and Technology Special Publication 800-90, The health
9 sY: PP P Functional VSTL availability of information (T=TEST None None None None None None None test function determines that the DRBG mechanism continues to function N/A N/C
cryptographic keys to new values.
stored, processed or correctly.
transmitted.
ECTM-2 Transmission Integrity Controls
Good engineering practices with regards to the integrity mechanisms of COTS, GOTS,
. and
Loss of Integrity, . . . . . L
5411 Castuote [T IMegrty and authentiiy of each ndividualcast vote SHALL confidentalty o ransmission (1061 1081 1124, party chacke and cyec redndancy checks (CRCS). Mocranims are i place 16—~
P . be protected from any tampering or modification during Functional VSTL availability of information |T=TEST SC-8 N i aa o AC-3.2 ECTM-1 5.B.3.a(11) parity 4 Y : P N/A N/C
integrity; transmission oo Integrity 10.9.1 11.2.9; assure
transmission. stored, processed or : . . . - . .
; 16.2.14 the integrity of all transmitted information (including labels and security parameters)
transmitted. and to
detect or prevent the hijacking of a communication session (e.g., encrypted or covert
communication channels).
5,4.1,_2 (?ast vote The integrity and authenticity pf_each individual c_ast vote SHALL Functional VSTL Functional Requlrement, T=TEST e N o N NeiE Neie N Federal Information Processing Standard 186-3, Digital Signature Standard (DSS), N/A NIC
integrity; storage be preserved by means of a digital signature during storage. Loss of Integrity. Draft March 2006.
5.4.1.3 Cast vote Cast vote dgta SHALL NOT be permanently stored on the vote Functional VSTL Functional Requlrement. T=TEST Non Nen None None None None None Federal Information Processing Standard 186-3, Digital Signature Standard (DSS), N/A NIC
storage capture device. Loss of Integrity. Draft March 2006.
5.4.1.4 Electronic ballot | The integrity and authenticity of the electronic ballot box SHALL Functional Requirement. Federal Information Processing Standard 186-3, Digital Signature Standard (DSS)
- N s . Functional VSTL Loss of Integrity and/or ~ [T=TEST None None None None None None None ! ! N/A N/C
box integrity be protected by means of a digital signature. . s Draft March 2006.
Confidentiality.
Malicious Code
. " N Protection 10.4.1;10.6.2; ECVP-1; VIVM
aiswaas  [IhelnOsr AL e bttt sobrn 0| o | v [t o frvesr | 99 [momaon |Vlodor | wan [ [iEsoi | sevae
detection protect ag; own 9 perating system, | Insp! fidentiality Sl-4  |System 10102, | 1112 EBVC-1; ECID{ 7.B.4.b(1)
services, and applications. Availability. L
Monitoring Tools 10.10.4 1
and Techniques
NIST Special Publication 800-61 provides guidance on detecting attacks through
various types of security technologies. NIST Special Publication 800-83 provides
Loss of Integrity, guidance on detecting malware-based attacks through malicious code protection
54.1.6 Updatln_g The voting syst_em SHALL provide a mechanism for updating Inspection VSTL Confidentiality and/or T=TEST s13 Mallcml_.ls Code 1041 11.1.1; . ECVP-1; VIVM{ 5.B.1.a(4); soﬁware, NIST Special qullcatlun 800-92 prowdes_ guldan_ce on monitoring ar_1d NA NIC
malware detection malware detection signatures. R Protection 11.1.2 1 7.B.4.b(1) |analyzing computer security event logs. NIST Special Publication 800-94 provides
Availability. N . . . . N K
guidance on intrusion detection and prevention. Related security control: AC-8.
National Institute of Standards and Technology Special Publication 800-83, Guide to
Malware Incident Prevention and Handling, November 2005.
SI-6
SECURITY FUNCTIONALITY VERIFICATION
Control: The information system verifies the correct operation of security functions
[Selection (one or more): upon system startup and restart, upon command by user with
5.4.1.7 Validating The voting system SHALL provide the capability for kiosk workers Functional Requirement Security 1101 4B.1.c(2); appropriate privilege, periodically every [Assignment: organization-defined time-period]]
software on kiosk to validate the software used on the vote capture devices as part | Inspection VSTL No direct impact on T=TEST SI-6 Functionality - 11’ 2‘ 2‘ SS-2.2 DCSS-1 5’ B. 2' b(Z)I and [Selection (one or more): notifies system administrator, shuts the system down, N/A N/C
voting devices of the daily initiation of kiosk operations. security. Verification - e restarts the system] when anomalies are discovered.
Supplemental Guidance: The need to verify security functionality applies to all security
functions. For those security functions that are not able to execute automated self-tests,
the organization either implements compensating security controls or explicitly accepts
the risk of not performing the verification as required.
ECTM-2 Transmission Integrity Controls
Voting systems that transmit data over communications links Integrity Controls for Good engineering practices with regards to the integrity mechanisms of COTS, GOTS,
5.5.1.1 Data integrit SHALL provide integrity protection for data in transit through the lrangmiyssion Impacts |=INSPECTIO Transmission of 72.2:108.2: and custom developed solutions are implemented for incoming and outgoing files, such
- oty generation of integrity data (digital signatures and/or message Functional VSTL X lon. Impacts SC-16  |Security i as | 1616 AC-3.2 ECTM-2 4.B.1.a(3) |as parity checks and cyclic redundancy checks (CRCs). Mechanisms are in place to N/A N/C
protection . - e confidentiality, Availability |N 10.9.2 . N . . S " .
authentication codes) for outbound traffic and verification of the " Parameters assure the integrity of all transmitted information (including labels and security
N - . . and Integrity. L L N
integrity data for inbound traffic. parameters) and to detect or prevent the hijacking of a communication session (e.g.,
encrypted or covert communication channels).
National Institute of Standards and Technology Special Publication 800-52, Guidelines
for the Selection and Use of Transport Layer Security (TLS) Implementations, June
2005.
IA-3
DEVICE IDENTIFICATION AND AUTHENTICATION
Control: The information system identifies and authenticates specific devices before
establishing a connection.
Supplemental Guidance: The information system typically uses either shared known
Voting systems SHALL use at a minimum TLS 1.0, SSL 3.1 or Integrity Controls for 11.2.1; information (e.g., Media Access Control (MAC) or Transmission Control
equivalent protocols, including all updates to both protocols and . transmission. Impacts . SC-8 Transmission 10.6.1; 10.8.1;| 11.2.4; g ~ Protocol/Internet Protocol (TCP/IP) addresses) or an organizational authentication
5512TLS/SSL implementations as of the date of the submission (e.g., RFC 5746 Functional VSTL confidentiality, Availability T=TEST SC-16 [Integrity 10.9.1 11.2.9; AC-32 ECTM-1 5.B3a(11) solution (e.g., IEEE 802.1x and Extensible Authentication Protocol (EAP) or a Radius NIA Nie
for TLS 1.0). and Integrity. 16.2.14 server with EAP-Transport Layer Security (TLS) authentication) to identify and
authenticate devices on local and/or wide area networks. The required strength of the
device authentication mechanism is determined by the FIPS 199 security
categorization of the information system with higher impact levels requiring stronger
authentication.
NIST Special Publication 800-77 provides guidance on protecting transmission integrity
using IPsec. NIST Special Publication 800-81 provides guidance on Domain Name
System (DNS) message authentication and integrity verification. NSTISSI No. 7003
contains guidance on the use of Protective Distribution Systems.
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At a minimum, this program SHALL: a. Include procedures for
specifying, procuring, inspecting, accepting, and controlling parts
and raw materials of the requisite quality; b. Require the 4/2/20 15
documentation of the software development process; c. Require FVAP UOCA
the documentation of the hardware specification and selection 3.1.6; SA-4
) " pec . Integrity Controls for o . DCID: B.2.a;|ACQUISITIONS
process; d. Identify and enforce all requirements for: i. In-process N _ 3.1.7; DCAS-1; ; N o N . N I
6.1 General : " " " transmission. Impacts I=INSPECTIO - . X C.2.a;  [Control: The organization includes security requirements and/or security specifications,
N inspection and testing that the manufacturer deems necessary to | Inspection | Manufacturer y . P SA-4 Acquisitions 12.1.1 3.1.10; - DCDS-1; DCIT- . ; - L . . N/A N/C
Requirements Lo n N confidentiality, Availability |N N N Manual:; |either explicitly or by reference, in information system acquisition contracts based on an
ensure proper fabrication and assembly of hardware ii. Installation " 3.1.11; 1, DCMC-1 . . . ? N
H ) and Integrity. 9.B.4 assessment of risk and in accordance with applicable laws, Executive Orders,
and operation of software and firmware e. Include plans and 3.1.12 o s .
N N N directives, policies, regulations, and standards.
procedures for post-production environmental screening and
acceptance testing; and f. Include a procedure for maintaining all
data and records required to document and verify the quality
inspections and tests.
A manufacturer who does not manufacture all the components of
its voting system, but instead procures components as standard
commercial items for assembly and integration into a voting loss of Integrity, _ . . . . -
6‘2. Comppnems from system, SHALL verify that the supplier manufacturers follow Inspection | Manufacturer |availability and/or IZINSPECTIO None None None None None None None Nothing founq n ref_erencfed docum_e_ntatlon. However, this may be referenced within N/A N/C
Third Parties - - > L N another publication involving acquisitions.
documented quality assurance procedures that are at least as Confidentiality
stringent as those used internally by the voting system
manufacturer.
6.3 Responsibility for ~ [Manufacturer SHALL be responsible for performing all quality
Tests assurance tests, acquiring and documenting test data, and loss of Integrity, Nothing found in referencfed documentation. However, this may be referenced within
providing test reports for examination by the VSTL as part of the | Inspection | Manufacturer [availability and/or None None None None None None None 9 R . L ) ' Yy N/A N/C
N A y L another publication involving acquisitions.
national certification process. These reports SHALL also be Confidentiality
provided to the purchaser upon request. I=INSPECTIO
In order to ensure that voting system parts and materials function
properly, manufacturers SHALL: a. Select parts and materials to
be used in voting systems and components according to their
6.4 Parts and Materials, suitability for the intended application. Suitability may be loss of Integrit
. '|determined by similarity of this application to existing standard . > 07 Integrity, I=INSPECTIO Nothing found in referencfed documentation. However, this may be referenced within
Special Tests, and " . 8 . : . Inspection | Manufacturer |availability and/or None None None None None None None A . i N/A N/C
P practice or by means of special tests; b. Design special tests, if y > L N another publication involving acquisitions.
Examinations ) L Confidentiality
needed, to evaluate the part or material under conditions
accurately simulating the actual voting system operating
environment; and c. Maintain the resulting test data as part of the
quality assurance program documentation.
The manufacturer performs conformance inspections to ensure
the overall quality of the voting system and components delivered ECMT-2 Conformance Monitoring and Testing
to the VSTL for national certification testing and to the jurisdiction No specific requirement Conformance testing that includes periodic, unannounced in-depth monitoring and
6.5 Quality for implementation. To meet the conformance inspection for vendor testing |=INSPECTIO provides for specific penetration testing to ensure compliance with all vulnerability
Conformance requirements the manufacturer SHALL: a. Inspect and test each | Inspection | Manufacturer |identified. Loss of N None None None None None None None mitigation procedures such as the DoD IAVA or other DoD IA practices is planned, N/A N/C
Inspections voting system or component to verify that it meets all inspection Integrity, availability scheduled, conducted, and independently validated. Testing is intended to ensure that
and test requirements for the voting system; and b. Deliver a and/or Confidentiality the system's IA capabilities continue to provide adequate assurance against constantly
record of tests or a certificate of satisfactory completion with each evolving threats and vulnerabilities.
voting system or component.
CM-1
CONFIGURATION MANAGEMENT POLICY AND PROCEDURES
7.1.1 Configuration Loss of Confidentiality Configuration DCCB-1; DCID: B.2.a |Control: The organization develops, disseminates, and periodically reviews/updates: (i)
o 9 The configuration management documentation provided for . Test Entity: N ' I=INSPECTIO Management 12.4.1,12.5.1; DCPR-1; Manual: |a formal, documented, configuration management policy that addresses purpose,
Management . . L " N Inspection Integrity and/or CM-1 " - N . o " o N/A N/C
A manufacturer registration SHALL be sufficient for pilot projects. EAC e N Policy and 15.1.1 DCAR-1; 2.B.4.e(5); [scope, roles, responsibilities, management commitment, coordination among
Requirements availability. A . " N -
Procedures E3.3.8 5.B.2.a(5) |organizational entities, and compliance; and (i) formal, documented procedures to
facilitate the implementation of the configuration management policy and associated
configuration management controls.
The manufacturer SHALL provide the following documentation to Not vendor specific
the EAC for review. This documentation will be audited during the CM-1 P
! registration review which will be conducted during the pilot testing _— ) CONFIGURATION MANAGEMENT POLICY AND PROCEDURES
7.1.2 Audit of period. The items which the EAC will audit are the following: a. . - Configuration DCID: B.2.a N . . . L . e
N . - . . . . .. |Loss of Confidentiality, _ . . . |Control: The organization develops, disseminates, and periodically reviews/updates: (i)
Configuration Application of configuration management requirements; b. . Test Entity: N I=INSPECTIO Management 12.4.1,12.5.1; Manual: N " N
" . L ) M . | Inspection Integrity and/or . CM-1 " - . |a formal, documented, configuration management policy that addresses purpose, N/A
Management Configuration management policy; c. Configuration identification; EAC fra N & T=TEST Policy and 15.1.1 2.B.4.e(5); . . o
. . > . . availability. scope, roles, responsibilities, management commitment, coordination among
Documentation d. Baseline, promotion, and demotion procedures; e. Procedures 5.B.2.a(5) A . " N -
- N X . organizational entities, and compliance; and (i) formal, documented procedures to
Configuration control procedures; f. Release process; g. o . . iy N N "
) N . " . facilitate the implementation of the configuration management policy and associated
Configuration audits; and h. Configuration management . N
configuration management controls.
resources.
Not vendor specific
CM-1
. . " " . CONFIGURATION MANAGEMENT POLICY AND PROCEDURES
7.2.1 Classification and Manufacturer; SHAL.L de;crlpe the procedures _and conventions Loss of Confidentiality, _ Configuration . . DCID: B.?.a Control: The organization develops, disseminates, and periodically reviews/updates: (i)
s N ) used to classify configuration items into categories and . N I=INSPECTIO Management 12.4.1;12.5.1; Manual: N " "
Naming Configuration N N O . Inspection | Manufacturer |Integrity and/or CM-1 " - . |a formal, documented, configuration management policy that addresses purpose, N/A N/C
subcategories, uniquely number or otherwise identify e N Policy and 15.1.1 2.B.4.e(5); . " o
Items y L . Lo availability. scope, roles, responsibilities, management commitment, coordination among
configuration items and name configuration items. Procedures 5.B.2.a(5) A . " N -
organizational entities, and compliance; and (i) formal, documented procedures to
facilitate the implementation of the configuration management policy and associated
configuration management controls.
Not vendor specific
When a voting system component is part of a higher level system CM-1
element such as a subsystem, the manufacturer SHALL describe . . . . CONFIGURATION MANAGEMENT POLICY AND PROCEDURES
: ! " o y . - Configuration DCCB-1; DCID: B.2.a N . . . . . e
- the conventions used to: a. Identify the specific versions of Loss of Confidentiality, _ . . ! . |Control: The organization develops, disseminates, and periodically reviews/updates: (i)
7.2.2 Versioning S " PR " " N I=INSPECTIO Management 12.4.1,125.1; DCPR-1; Manual: y - :
: individual configuration items and sets of items that are Inspection | Manufacturer |Integrity and/or CM-1 " - N . |a formal, documented, configuration management policy that addresses purpose, N/A N/C
Conventions . i e N Policy and 15.1.1 DCAR-1; 2.B.4.e(5); . " o
incorporated in higher level system elements such as availability. scope, roles, responsibilities, management commitment, coordination among
) N o " . Procedures E3.3.8 5.B.2.a(5) A . " N -
subsystems; b. Uniquely number or otherwise identify versions; organizational entities, and compliance; and (i) formal, documented procedures to
and c. Name versions. facilitate the implementation of the configuration management policy and associated
configuration management controls.
Manufacturers SHALL establish formal procedures and
conventions for establishing and providing a complete description
of the procedures and related conventions used to: a. Establish a
particular instance of a component as the starting baseline; b. 1.1.1 Not vendor specific
. Promote subsequent instances of a component to baseline status Loss of Confidentiality, = . 3.1.9; X . 2.B.7.c(7); [CM-2
:’irigzzlt:n;rzggdures as development progresses through to completion of the initial Inspection | Manufacturer |Integrity and/or :\IINSPECTIO CM-2 gzsn?i“rt‘ﬁation 7.1.1;1512 | 10.2.7; c301233s€'cz DD%'—SWV\\//?[ 4.B.1.c(3); |BASELINE CONFIGURATION N/A
completed version released to the VSTL for testing; and c. availability. 9 10.2.9; - ) 4.B.2.b(6) |Control: The organization develops, documents, and maintains a current baseline
Promote subsequent instances of a component to baseline status 1214 configuration of the information system.
as the component is maintained throughout its life cycle until
system retirement (i.e., the system is no longer sold or maintained
by the manufacturer).
Configuration control is the process of approving and
implementing changes to a configuration item to prevent 314
unauthorized additions, changes or deletions. The manufacturer 10‘ 2 2 2B.7.¢(7); Not vendor specific
. . SHALL establish such procedures and related conventions, Loss of Confidentiality, _ . . 10.1.2; 10.2.3; . . o o |CM-3
7.4 Configuration providing a complete description of those procedures used to: a. | Inspection | Manufacturer |Integrity and/or IZINSPECTIO CM-3 Configuration 12.4.1,12.5.1; 1023: $8-3.2,CC DCPR-1 4'8'1'c(3)', CONFIGURATION CHANGE CONTROL N/A N/C
Control Procedures N B N N e N Change Control | 10.2.8; 2.2 4.B.2.b(6); N L s
Develop and maintain internally developed items; b. Acquire and availability. 12.5.2;12.5.3 10.2.10: 5.8.2.a(5) Control: The organization authorizes, documents, and controls changes to the
maintain third-party items; c. Resolve internally identified defects . . information system.
! o TESO 10.2.11
for items regardless of their origin; and d. Resolve externally
identified and reported defects (i.e., by customers and VSTLs).
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For the PCA, a manufacturer SHALL provide: a. Identification of
all items that are to be a part of the pilot release; b. Specification
of compiler (or choice of compilers) to be used to generate voting
system executable programs; c. Identification of all hardware that FVAP UOCA 4/2/20 ]'5
interfaces with the software; d. Configuration baseline data for all
hardware that is unique to the voting system; e. Copies of all
software documentation intended for distribution to users, . -
7.5.1 Physical including program listings, specifications, operations manual, Loss of Confidentiality ;1; 2B.7.¢(7); (l\:l;lt_\;endor specific
Configuration Audit | VOter manual, and maintenance manual f. Identification of any |0 o VSTL  |integrity and/or I=INSPECTIO |, , |Baseline 711,152 | 102.7; |CC23CC-| DCHW-L | 0’y (3); |BASELINE CONFIGURATION N/A N/C
changes between the physical configuration of the voting system e N Configuration ' | 3.1;8s-1.2 DCSW-1 . o . .
(PCA) " N N availability. 10.2.9; 4.B.2.b(6) |Control: The organization develops, documents, and maintains a current baseline
submitted for the PCA and that submitted for the Functional 1214 configuration of the information system
Configuration Audit (FCA), with a certification that any differences o )
do not degrade the functional characteristics; and g. Complete
descriptions of its procedures and related conventions used to
support this audit by i. Establishing a configuration baseline of the
software and hardware to be tested; and ii. Confirming whether
the voting system documentation matches the corresponding
system components.
The Functional Configuration Audit is conducted by the VSTL to
verify that the voting system performs all the functions described
in the system documentation. Manufacturers SHALL: a.
Completely describe its procedures and related conventions used
7.5.2 Functional to su_ppon this auqit fqr all vuli_ng system component_s; and b._ _
Configuration Audit Provide the following information to sup_port lhls a_udlt. c. _Coples Functlonall VSTL Configuration/Testing IZINSPECTIO None None None None None None None N/A N/C
of all procedures used for module or unit testing, integration Inspection N
(FCA) . ort °
testing, and system testing; d. Copies of all test cases generated
for each module and integration test, and sample ballot formats or
other test cases used for system tests; and e. Records of all tests
performed by the procedures listed above, including error
corrections and retests.
) : 111 DCHW-1 HW Baseline _ o _
) Manufacturers SH_ALL _s!.lbnjlt to the VSTL documentz_atlon _ _ 319 2B.7.¢(7); A current and comprehensive bgsellne |nyent0ry of all hardware (HW) (to |_nclude
8.1.1.1.1 Ide_nnfy f_uII necessary for the |de_nt|f|cat|on of the full system configuration Inspection | Manufacturer |Documentation I=INSPECTIO cM-2 Base_llne _ 711:1512 | 102.7: CC-'2.3. ccC- DCHW-1; 4B10(3) manl_.nfaclurer. type, model, physu:e_\l Iocgtlon _and_ network topolog_y or grchltecture) N/A N/C
system configuration  [submitted for evaluation and for the development of an N Configuration 1020 3.1;SS-1.2 DCSW-1 4.B.2.(6) required to support enclave operations is maintained by the Configuration Control
appropriate test plan by the VSTL. 12’ 1‘ 4' e Board (CCB) and as part of the SSAA. A backup copy of the inventory is stored in a fire-|
- rated container or otherwise not collocated with the original.
Manufacturers SHALL provide a list of all documents submitted
controlling the design, construction, operation, and maintenance .
of the voting system. At minimum, the TDP SHALL contain the 1.1.1; DCHW-1 HW Baseline . A .
8.1.1.1.2 Required following documentation: Implementation statement; Voting _ . 3.1.9; . 2.B.7.c(7); A current and comprehensive ba\_selme |nyentory of all hardware (HW) (to '."CIUde
’ N N . . . " I=INSPECTIO Baseline . . DCHW-1; ' |manufacturer, type, model, physical location and network topology or architecture)
content for pilot system user documentation (See Section 9 Voting Equipment Inspection | Manufacturer |Documentation CM-2 - . 7.1.1;15.1.2 | 10.2.7; 4.B.1.c(3); . N N P " ) N/A N/C
certification User Documentation); System hardware specification; N Configuration 1029 DCSW-1 4.B.2.(6) required to support enclave operations is maintained by the (?onflguratl_on Contrgl )
Application logic design and specification; System security 1214 Board (CCE_;) and as part_of the SSAA. A bac}<up copy qf the inventory is stored in a fire{
P I N N — rated container or otherwise not collocated with the original.
specification; System test specification; Configuration for testing;
and Training documentation.
3.2.3;
3.2.4; DCCs-1,
8.1.1.2.1 Table of The TDP SHALL include a detailed table of contents for the |=INSPECTIO Information 1322181 Dcﬁ’[‘;_TY‘gC'SD 3225%
contents and required docur_nents. an abstrac; of each docume_nt, and a listing | Inspection | Manufacturer |Documentation N SA-5  [System ) 10.7.4 12:1:2; CC-2.1 1. DCISW-:l: 4:B:4:b(4); Hundreds of references to design and documentation requierments N/A N/C
abstracts of each of the informational sections and appendices presented. Documentation 1213 ECND-1: 90C3
12.1.6; DCFA-1
12.1.7
3.2.3;
3.2.4; DCCs-1;
A cross-index SHALL be provided indicating the portions of the |=INSPECTIO Information 1322181 Dcﬁ’gﬂf"gé's[) 3225%
8.1.1.2.2 Cross-index docu_ments that are respon_sive to_ the documentation Inspection | Manufacturer |Documentation N SA-5 System ) 10.7.4 12:1:2; CC-2.1 1. DCISW-:l: 4:B:4:b(4); Hundreds of references to design and documentation requierments N/A N/C
requirements enumerated in section 8.1.1.1.2. Documentation 1213 ECND-1: 903
12.1.6; DCFA-1
12.1.7
3.2.3;
3.2.4; DCCs-1;
8.1.2.1 Identify Manufacturers SHALL identify all documents, or portions of |=INSPECTIO Information 1322181 Dcﬁ’gﬂf"gé's[) 3225%
I documents, containing proprietary information that is not Inspection | Manufacturer |Documentation SA-5 System 10.7.4 o CcC-2.1 A . A o ' [Hundreds of references to design and documentation requierments N/A N/C
proprietary data releasable to the public. N Documentation 1212, 1, DCSW-1; | 4.B.4.b(4);
: 12.1.3; ECND-1; 9.C3
12.1.6; DCFA-1
12.1.7
8.2.17TDP I=INSPECTIO
Implementation The TDP SHALL include an implementation statement. Inspection | Manufacturer |Documentation N None None None None None None None None N/A N/C
Statement
Manufacturers SHALL expand on the system overview included in
the user documentation by providing detailed specifications of the System DCID: B.2.a
SSSe]élfslg/asttlirr? gi;rg;vare :gzi‘i'fvii:iggr:gfg:rr:ig:é:Z:gtlggs%?s:{rlgcIUd'"g Inspection | Manufacturer |Documentation I=INSPECTIOI MA-1 r;'iz;egsgce 10.1.1;15.1.1 10 - %%h:;]i Z.hgirl].:?é); Hundreds of references to design and documentation requierments N/A N/C
telecommunications capabilities of the voting system, if Procedures 6.B.2.a(5)
applicable.
Manufacturers SHALL provide a detailed discussion of the
characteristics of the system, indicating how the hardware meets
individual requirements defined in this document, including: a.
Performance characteristics: Basic system performance attributes
and operational scenarios that describe the manner in which
system functions are invoked, describe environmental 323
capabilities, describe life expectancy, and describe any other oo .
essential aspects of system performance; b. Physical 3'2'4: DCCS'J’, .
- e . 4 . 3.2.8; DCHW-1; 4.B.2.b(2);
8.3.2.1 Description of  [characteristics: Suitability for intended use, requirements for |=INSPECTIO Information 1211 DCID-1; DCSD| 4.B.2.6(3):
hardware security criteria, and vulnerability to adverse environmental Inspection | Manufacturer |Documentation N SA-5 System 10.7.4 12'1'zj Ccc-2.1 1 DCISW-:l' AlBl4.b(4)I Hundreds of references to design and documentation requierments N/A N/C
characteristics factors; c. Reliability: System and component reliability stated in Documentation 12'1'3j 'ECND-l' ’ . QC 3 '
terms of the system'’s operating functions, and identification of T ' o
N N ! " . N 12.1.6; DCFA-1
items that require special handling or operation to sustain system 1217
reliability; and d. Environmental conditions: Ability of the system o
to withstand natural environments, and operational constraints in
normal and test environments, including all requirements and
restrictions regarding electrical service, telecommunications
services, environmental protection, and any additional facilities or
resources required to install and operate the system.
3.2.3;
3.2.4; DCCs-1;
8.3.3.1 System Manufacturers SHALL provide sufficient data, or references to |=INSPECTIO Information 1322181 DCEI’E():—TAISéSD 2:;523
e N data, to identify unequivocally the details of the system Inspection Manufacturer |Documentation SA-5 System 10.7.4 o CcC-2.1 A - A o ' |Hundreds of references to design and documentation requierments N/A N/C
configuration configuration submitted for testing N Documentation 1212, 1, DCSW-1; | 4.B.4.b(4);
: 12.1.3; ECND-1; 9.C3
12.1.6; DCFA-1
12.1.7
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3.2.3;
3.2.4;
. . " 3.2.8;
Manufacturers SHALL provide photographs of the exterior and _ Information N 4/2/20 ]_5
8332 Photqgra‘phs for interior of devices included in the system to identify the hardware | Inspection | Manufacturer |Documentation IZINSPECTIO SA-5 System 10.7.4 12'1'1j Ccc-2.1 Hundreds of references to design and documentation requierments N/A N/C
hardware validation N N . N N . 12.1.2;
of the system configuration submitted for testing. Documentation 1213
12.1.6;
12.1.7
3.2.3;
3.2.4;
) ) ) ! 328; 4.B.2.b(2);
Manufacturers SHALL provide a list of materials and components _ Information . . N -
8.3.3.3 List of materials [used in the system and a description of their assembly into major | Inspection | Manufacturer |Documentation IZINSPECTIO SA-5 System 10.7.4 12'1'1j CcC-2.1 DC,'D L DCS,D 4.B.2.b(3)z Not vendor specific . . . N/A N/C
N . 12.1.2; 1; DCSW-1; | 4.B.4.b(4); [Hundreds of references to design and documentation requierments
system components and the system as a whole. Documentation N ;
12.1.3; ECND-1; 9.C3
12.1.6; DCFA-1
12.1.7
. . . 323;
Text and diagrams SHALL be provided that describe: a. N .
. N . 324 DCCs-1;
Materials, processes, and parts used in the system, their N | .
. assembly, and the configuration control measures to ensure Information 328 DCHW-1; 4.8.2.b(2);
8334 D§S|gn_and compliance with the system specification; b. Electromagnetic Inspection | Manufacturer |Documentation IZINSPECTIO SA-5 System 10.7.4 12'1'1j Ccc-2.1 DC,'D'L DCS,D 4.B.2.b(3)z Hundreds of references to design and documentation requierments N/A N/C
construction miscellany . n N . 12.1.2; 1;DCSW-1; | 4.B.4.b(4);
environment generated by the system; and c. Operator and voter Documentation 1213 ECND-1. 90C3
safety considerations and any constraints on system operations or| e ! e
. 12.1.6; DCFA-1
the use environment.
12.1.7
. For each non-COTS hardware component (e.g., an application- . . NIST SP800-53 Reference: An information system used to control industrial processes
8.3.4.1 Hardwired and P - o N Industrial controll logic ) . . P -
. specific integrated circuit or a manufacturer-specific integration of . _ such as manufacturing, product handling, production, and distribution. Industrial control
mechanical N . could impact I=INSPECTIO . . -
. . smaller components), manufacturers SHALL provide complete Inspection | Manufacturer ) - N None None None None None None None systems include supervisory control and data acquisition systems used to control None N/C
implementations of y . -~ f 3 Confidentiality, Integrity  |N . ; s
5 design and logic specifications, such as Computer Aided Design Ll geographically dispersed assets, as well as distributed control systems and smaller
logic - ) and/or Availability. N h "
and Hardware Description Language files. control systems using programmable logic controllers to control localized processes.
8'3'4.'.2 nglc For each Programmable Logic Device (PLD), Field- . . NIST SP800-53 Reference: An information system used to control industrial processes
specifications for PLDs, - Industrial controll logic . . . M 3
Programmable Gate Array (FPGA), or Peripheral Interface . _ such as manufacturing, product handling, production, and distribution. Industrial control
FPGAs and PICs N . N . could impact I=INSPECTIO . . L
Controller (PIC) that is programmed with non- COTS logic, Inspection | Manufacturer Confidentiality, Integrit N None None None None None None None systems include supervisory control and data acquisition systems used to control None N/C
manufacturers SHALL provide complete logic specifications, such ity Integrity geographically dispersed assets, as well as distributed control systems and smaller
- . and/or Availability. N h "
as Hardware Description Language files or source code. control systems using programmable logic controllers to control localized processes.
3.2.3;
Manufacturers SHALL expand on the system overview included in 3'2'45 DCCS'J';, .
A . N . " e . 3.2.8; DCHW-1; 4.B.2.b(2);
8.4.1 Application Logic |the user documentation by providing detailed specifications of the |=INSPECTIO Information 1211 DCID-1; DCSD| 4.B.2.6(3):
Design and application logic components of the system, including those used | Inspection | Manufacturer |Documentation N SA-5  [System 10.7.4 12'1'Zj CC-2.1 1 DCISW-:l' 4lBl4.b(4)I Not vendor specific. No specific IA Control referenced. N/A N/C
Specification t: snl.:sgglr; the telecommunications capabilities of the system, if Documentation 1213 ECND-1: 90C3
ppiicale. 12.1.6; DCFA-1
12.1.7
3.2.3;
3.2.4; DCCs-1;
Manufacturers SHALL describe the function or functions that are Documentation. Could Information 3.2.8; DCHW-1; 4.B.2.b(2);
8.4.2.1 Application performed by the application logic comprising the system, " impact Integrity, I=INSPECTIO | 12.1.1; g DCID-1; DCSD{ 4.B.2.b(3); -
logic functions including that used to support the telecommunications capabilities Inspection | Manufacturer Availability and/or N SAS ?Jﬁ:ll.?r?entation 10.7.4 12.1.2; ce21 1;DCSW-1; | 4.B.4.b(4); No specific IA Control referenced. /A e
of the system, if applicable. Confidentiality. 12.1.3; ECND-1; 9.C3
12.1.6; DCFA-1
12.1.7
3.2.3;
3.2.4; DCCs-1;
8.4.3.1 Documents Documentation. Could Information 3.28; DCHW-1; 4.B.2.b(2);
controlling application Manufacturers SHAL.L “,S[ all "."C“mef“s cont}rgllln_g the Inspection | Manufacturer |mp§\cl !'?‘eg”’y' IZINSPECTIO SA-5 System 10.7.4 12'1'13 Ccc-2.1 DC,'D*“ DCS,D 4.B.2.b(3)f No specific IA Control referenced. N/A N/C
logic development development of application logic and its specifications. Avall_ablllty a_\ndlor N Documentation 12.1.2; 1;DCSW-1; | 4.B.4.b(4);
Confidentiality. 12.1.3; ECND-1; 9.C3
12.1.6; DCFA-1
12.1.7
3.2.3;
3.2.4; DCCs-1;
Documentation. Could Information 3.28; DCHW-1; 4.B.2.b(2);
8,4_.4,1 Appllcauon Ma_nufacturers SHALL provide an overview of the application Inspection | Manufacturer |mp§\cl !ptegrlty, I=INSPECTIO SAS System 10.7.4 12,1.13 cca1 DQID-l: DCSlD 4.B.2.b(3)f No specific 1A Control referenced. NA NIC
logic overview logic. Availability and/or N Documentation 12.1.2; 1;DCSW-1; | 4.B.4.b(4);
Confidentiality. 12.1.3; ECND-1; 9.C3
12.1.6; DCFA-1
12.1.7
Documentation normally 1F.6; PL-2
The overview SHALL include a description of the architecture, the contained within the 415; 2B.6.(3); |SYSTEM SECURITY PLAN
8.4.4.2 Application . e N P N N " System Security Plan. I=INSPECTIO System Security 5.1.1; 2.B.7.¢(5); |Control: The organization develops and implements a security plan for the information
N . design objectives, and the logic structure and algorithms used to | Inspection | Manufacturer . ) PL-2 6.1 N SP-2.1 DCSD-1 . N N . N/A N/C
logic architecture . I~ Could impact Integrity, N Plan 5.1.2; 9.E.2.a(1)(d)|system that provides an overview of the security requirements for the system and a
accomplish those objectives. P X N - . . " h
Availability and/or 12.2.1 1 9.F.2.a; [description of the security controls in place or planned for meeting those requirements.
Confidentiality. Appendix C |Designated officials within the organization review and approve the plan.
Documentation normally 1F.6; PL-2
contained within the 4.1.5; 2.B.6.c(3); |SYSTEM SECURITY PLAN
8.4.4.3 Application The overview SHALL include the general design, operational . System Security Plan. I=INSPECTIO ~ System Security 5.1.1; g g 2.B.7.c(5); |Control: The organization develops and implements a security plan for the information
logic design considerations, and constraints influencing the design. Inspection | Manufacturer Could impact Integrity, N PL-2 Plan 61 5.1.2; SP-21 DCSD-1 9.E.2.a(1)(d)|system that provides an overview of the security requirements for the system and a NIA Nie
Availability and/or 1221 ;9.F.2.a; |description of the security controls in place or planned for meeting those requirements.
Confidentiality. Appendix C |Designated officials within the organization review and approve the plan.
%4{3;‘\/22?25‘/&”0" The overview SHALL include the following additional information 1F.6; PL-2
migscellan for each separate software package: a. Package identification; b. Documentation normall 4.1.5; 2.B.6.c(3); |[SYSTEM SECURITY PLAN
Y General description; c. Requirements satisfied by the package; d. . . . Y li=INsPECTIO System Security 5.1.1; 2.B.7.¢(5); |Control: The organization develops and implements a security plan for the information
e . N " Inspection | Manufacturer |contained within the PL-2 6.1 N SP-2.1 DCSD-1 . N N . N/A N/C
Identification of interfaces with other packages that provide data System Security Plan N Plan 5.1.2; 9.E.2.a(1)(d)|system that provides an overview of the security requirements for the system and a
to, or receive data from, the package; and e. Concept of 4 Y : 12.2.1 1 9.F.2.a; [description of the security controls in place or planned for meeting those requirements.
execution for the package. Appendix C |Designated officials within the organization review and approve the plan.
ﬁ:ﬁf;:&ﬂ;ﬁtlﬁ d Documentation normally 1.F.6; PL-2
cognventions Manufacturers SHALL provide information on application logic contained within the 4.1.5; 2.B.6.c(3); |SYSTEM SECURITY PLAN
standards and conventions developed internally by the Inspection | Manufacturer System Security Plan. I=INSPECTIO PL2 System Security 6.1 5.1.1; SsP2.1 DCSD-1 2.B.7.c(5); |Control: The organization develops and implements a security plan for the information NA NIC
manufacturer as well as published industry standards that have P Could impact Integrity, N Plan ! 5.1.2; : 9.E.2.a(1)(d)|system that provides an overview of the security requirements for the system and a
been applied by the manufacturer. Availability and/or 12.2.1 19.F.2.a; [description of the security controls in place or planned for meeting those requirements.
Confidentiality. Appendix C |Designated officials within the organization review and approve the plan.
8.4.5.2 Application Manufacturers SHALL provide information that addresses the
logic standards and following standards and conventions related to application logic:
conventions, checklist |a. Development methodology; b. Design standards, including
conventions, including internal manufacturér ﬁrocedures‘ e contained within the 415 2B.6.(3); |SYSTEM SECURITY PLAN
Testing and verification standards, including internal Inspection | Manufacturer Syslen_w Security Pla}n. I=INSPECTIO PL-2 System Security 6.1 5.1.1; SsP2.1 DCSD-1 2.B.7.c(5); |Control: The orggnlzanon dev&_elops and |mplements a_securlty plan for the information NA N/C
o - Could impact Integrity, N Plan 5.1.2; 9.E.2.a(1)(d)|system that provides an overview of the security requirements for the system and a
manufacturer procedures, that can assist in determining the I N N - N . " A
I~ ) Availability and/or 12.2.1 1 9.F.2.a; [description of the security controls in place or planned for meeting those requirements.
correctness of the logic; and f. Quality assurance standards or ) - " N - P . N
. Confidentiality. Appendix C [Designated officials within the organization review and approve the plan.
other documents that can be used to examine and test the
application logic. These documents include standards for logic
diagrams, program documentation, test planning, and test data
acquisition and reporting.
NIST SP800-137 References coding practices.
Documentation normally DCID 6/3: 1.H.1 In the following pages, the term “good engineering practice” refers to
contained within the the state of the engineering art for commercial systems that have equivalent problems
8.4.5.3 Justify codin Manufacturers SHALL furnish evidence that the selected coding System Security Plan |=INSPECTIO and solutions; a good engineering practice by definition meets commercial
cér;véntions 9 |conventions are "published" and "credible" as specified in section | Inspection | Manufacturer |under "robustness”. Could N None None None None None None None requirements. These practices are usually part of the normal installation and operating |N/A N/C
4.3.1. impact Integrity, procedures for systems. When placing security reliance on items that implement good
Availability and/or engineering practice (such as commercial off-the shelf [COTS] software), the DAAs or
Confidentiality. F)age 15 (@fv @Sgnees shall verify that the item(s) are set up properly and are operating as Version 2 1
expected.




Documentation normally
contained within the
8.4.6.1 Application " " System Security Plan _
logic operating Manufacturers SHALL de_scrlbe or make n_eference tq all_operat_lng Inspection Manufacturer |under "robustness". Could IZINSPECTIO None None None None None None None None None N6/2/20 ]-5
: environment factors that influence the design of application logic. . N N
environment impact Integrity,
Availability and/or
Confidentiality.
Manufacturers SHALL identify and describe the hardware Documentation normally
characteristics that influence the design of the application logic, contained within the
8.4.7.1 Hardware such as: a. Logic and arithmetic capability of the processor; b. System Security Plan |=INSPECTIO
environment and Memory read-write characteristics; c. External memory device Inspection | Manufacturer |under "robustness". Could None None None None None None None None None N/C
constraints characteristics; d. Peripheral device interface hardware; e. Data impact Integrity,
input/output device protocols; and f. Operator controls, indicators, Availability and/or
and displays. Confidentiality.
Documentation normally 1F.6; PL-2
. . . contained within the 4.15; 2.B.6.c(3); |SYSTEM SECURITY PLAN
8.4.8.1 Operating Manyf_acture_rs SHALL identify the o_perallng system_ anq the . . System Security Plan. I=INSPECTIO System Security 5.1.1; 2.B.7.c(5); |Control: The organization develops and implements a security plan for the information
specific version thereof, or else clarify how the application logic Inspection | Manufacturer . ) PL-2 6.1 N SP-2.1 DCSD-1 . N N . N/A N/C
system operates without an operating system Could impact Integrity, N Plan 5.1.2; 9.E.2.a(1)(d)|system that provides an overview of the security requirements for the system and a
P P Lhed . Availability and/or 12.2.1 1 9.F.2.a; [description of the security controls in place or planned for meeting those requirements.
Confidentiality. Appendix C |Designated officials within the organization review and approve the plan.
Documentation normally
For systems containing compiled or assembled application logic, contained within the
8.4.8.2 Compilers and manu_facturers SHALL identify the COTS compilers or as_s_emblers Inspection | Manufacturer Syslen_w Security Plgn. I=INSPECTIO e oo o N o None N None. Only references backups should provide for the protection of compilers. None. iny referen_ces backups should provide for the N/C
assemblers used in the generation of executable code, and the specific Could impact Integrity, N protection of compilers.
versions thereof. Availability and/or
Confidentiality.
8.4.8.3 Interpreters Documentation normally
For systems containing interpreted application logic. contained within the
manufacturers SHALL specify the COTS runtime interpreter that | Inspection | Manufacturer SySlem Security Plgn. IZINSPECTIO None None None None None None None None. Only references backups should provide for the protection of compilers. None. iny referen_ces backups should provide for the N/C
s o H Could impact Integrity, N protection of compilers.
SHALL be used to run this code, and the specific version thereof. I
Availability and/or
Confidentiality.
8.4.9.1 Application Documentation normally
Ioglc_f_unc_tlonal Manufacturers SHALL provide a description of the operating contained th.'n the _
specification . . L . System Security Plan. I=INSPECTIO
modes of the system and of application logic capabilities to Inspection | Manufacturer . ) None None None None None None None None None N/C
e N Could impact Integrity, N
perform specific functions. P
Availability and/or
Confidentiality.
Documentation normally
contained within the
Manufacturers SHALL describe all application logic functions and System Security Plan as a .
. operating modes of the system, such as ballot preparation, functional requirement, or Sy§lem DCID: B.2.a
8‘4'10'.1 Functions and election programming, preparation for opening the voting period, | Inspection | Manufacturer |within the user IZINSPECTIO MA-1 Mal_ntenance 10.1.1;15.1.1 10 - PRMP-1; Manual: . |CM-6; DCSS-1; ECSC-1 N/A N/C
operating modes . . . . N N N Policy and DCAR-1 2.B.4.e(5);
recording votes and/or counting ballots, closing the voting period, documentation. Could
N . N Procedures 6.B.2.a(5)
and generating reports. impact Integrity,
Availability and/or
Confidentiality.
Documentation normally
For each application logic function or operating mode, contained within the SI-9
manufacturers SHALL provide: a. A definition of the inputs to the System Security Plan as a| INFORMATION INPUT RESTRICTIONS
8.4.10.2 Functions and function or mode (with characteristics, limits, tolerances or functional requirement, or |=INSPECTIO Information Input Control: The organization restricts the capability to input information to the information
0' érat}n modes detail acceptable ranges, as applicable); b. An explanation of how the | Inspection | Manufacturer |within the user N SI-9 Restrictions P 12.2.1;12.2.2 SD-1 - 2.B.9.b(11) |system to authorized personnel. N/A N/C
P 9 inputs are processed; and c. A definition of the outputs produced documentation. Could Supplemental Guidance: Restrictions on personnel authorized to input information to
(again, with characteristics, limits, tolerances, or acceptable impact Integrity, the information system may extend beyond the typical access controls employed by the
ranges, as applicable). Availability and/or system and include limitations based on specific operational/project responsibilities.
Confidentiality.
Documentation normally
contained within the
Manufacturers SHALL describe the application logic's capabilities System Security Plan as a| SI-11
- or methods for detecting or handling: a. Exception conditions; b. functional requirement, or | _ . . ERROR HANDLING
IiAilg.:ilr;tleAﬁtpy"?:at\ltzl:es System failures; c. Data input/output errors; d. Error logging for Inspection | Manufacturer |within the user :\IINSPECTIO SI-11 Error Handling ]]'.22222 ]]'.222231 - - 2.B.4.d |Control: The information system identifies and handles error conditions in an N/A N/C
9 9 audit record generation; e. Production of statistical ballot data; f. documentation. Could e expeditious manner without providing information that could be exploited by
Data quality assessment; and g. Security monitoring and control. impact Integrity, adversaries.
Availability and/or
Confidentiality.
Software Quality:
Documentation normally
contained within the 10.3.2:
. . . System Security Plan as a | T 1 DCSQ-1 Software Quality
8.4.12.1 Programming Manyfagturers_SvHALli proylde in this Se°"°?‘ an overview of the . functional requirement, or [I=INSPECTIO Flaw 10',10'5' ) 11'1'1I DCS? L 5'8'2'3(,5)(61) Software quality requirements and validation methods that are focused on the
L application logic's design, its structure, and implementation Inspection | Manufacturer | . ° SI-2 . 12.4.1;12.5.1;| 11.1.2; SS-2.2 DCCT-1; VIVM H M . . . . N/A N/C
specifications N ¥ e P within the user N Remediation | N minimization of flawed or malformed software that can negatively impact integrity or
algorithms and detailed specifications for individual modules. N 12.5.2;12.6.1| 11.2.2; 1 6.B.2.a(5) Lo o e
documentation. Could 1127 availability (e.g., buffer overruns) are specified for all software development initiatives.
impact Integrity, -
Availability and/or
Confidentiality.
Software Quality:
Documentation normally
contained within the 10.3.2:
. This overview SHALL include such items as Unified Modeling System Security Plan as a| ) o 1 DCSQ-1 Software Quality
8'4'1.3.'1 F_’rogrammlng Language diagrams, data flow diagrams, and/or other graphical . functional requirement, or |I=INSPECTIO Flaw 10',10'5' . 11'1']': DCS? L 5'8'2'3(,5)(61) Software quality requirements and validation methods that are focused on the
specifications . o . N Inspection | Manufacturer | “. ~ SI-2 - 12.4.1;125.1;| 11.1.2; §S-2.2  [DCCT-1; VIVM [©H S " p . N N/A N/C
N " techniques that facilitate understanding of the programming within the user N Remediation | N minimization of flawed or malformed software that can negatively impact integrity or
overview, diagrams e N 12.5.2;12.6.1| 11.2.2; 1 6.B.2.a(5) Lo o e
specifications. documentation. Could 1127 availability (e.g., buffer overruns) are specified for all software development initiatives.
impact Integrity, -
Availability and/or
Confidentiality.
Software Quality:
Documentation normally
contained within the 10.3.2:
. System Security Plan as a| . o 1 DCSQ-1 Software Quality
8'4'1.3.'3 F_’rogrammlng Implementation of the functions SHALL be described in terms of . functional requirement, or |I=INSPECTIO Flaw 10',10'5' . 11'1']': DCS? L 5'8'2'3(,5)(61) Software quality requirements and validation methods that are focused on the
specifications . . Inspection | Manufacturer | “. ~ SI-2 - 12.4.1;125.1;| 11.1.2; §S-2.2  [DCCT-1; VIVM H R " - . . A N/C
. the architecture, algorithms, and data structures. within the user N Remediation | N minimization of flawed or malformed software that can negatively impact integrity or
overview, content N 125.2;12.6.1| 11.2.2; 1 6.B.2.a(5) Lo o e
documentation. Could 1127 availability (e.g., buffer overruns) are specified for all software development initiatives.
impact Integrity, -
Availability and/or
Confidentiality.
Software Quality:
Documentation normally
contained within the 10.3.2:
System Security Plan as a| 10.10.5: 11'1']_: DCSQ-1; 5.8.2.a(5)@a) DCSQ-1 Software Quality
8.4.14.1 Programming |The programming specifications SHALL describe individual . functional requirement, or |I=INSPECTIO Flaw . . T on T Software quality requirements and validation methods that are focused on the
L " N . s L . Inspection | Manufacturer | . ° SI-2 . 12.4.1;125.1;| 11.1.2; S§S8-2.2 DCCT-1; VIVM : M . . . . N/A N/C
specifications details  [application logic modules and their component units, if applicable. within the user N Remediation | N minimization of flawed or malformed software that can negatively impact integrity or
N 125.2;12.6.1| 11.2.2; 1 6.B.2.a(5) P o e
documentation. Could 1127 availability (e.g., buffer overruns) are specified for all software development initiatives.
impact Integrity, -
Availability and/or
Confidentiality.
8.4.14.2 Module and Software Quality:
callable unit For each application logic module and callable unit, Documentation normally
documentation manufacturers SHALL document: a. Significant module and unit contained within the 10.3.2:
design decisions, if any, such as algorithms used; b. Any System Security Plan as a 10.10.5: 11'1'1j DCSQ-1; 5.8.2.a(5)@a) DCSQ-1 Software Quality
constraints, limitations, or unusual features in the design of the . functional requirement, or |I=INSPECTIO Flaw . o T on T Software quality requirements and validation methods that are focused on the
"~ - P Inspection | Manufacturer | “. ° SI-2 - 12.4.1;125.1;| 11.1.2; §S-2.2  [DCCT-1; VIVM @A) MR " p . N N/A N/C
module or callable unit; and c. A description of its inputs, outputs, within the user N Remediation | N minimization of flawed or malformed software that can negatively impact integrity or
" N N 125.2;12.6.1| 11.2.2; 1 6.B.2.a(5) P o e
and other data elements as applicable with respect to documentation. Could 1127 availability (e.g., buffer overruns) are specified for all software development initiatives.
communication over system interfaces. (See section 8.4.16 impact Integrity, -
Interfaces.) Availability and/or
Confidentiality.
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Software Quality:
Documentation normally
contained within the
If an application logic module is written in a programming System Security Plan as a 10.10.5: ﬁii DES%AP SLJ Q(g;(ae DCSQ-1 Software Quality 4/2/20 ]-5
8.4.14.3 Mixed- language other than that generally used within the system, the Inspection | Manufacturer functional requirement, or [I=INSPECTIO s12 Flaw 124 1 1'2 5 1 11'1'zj 5S.2.2 DCCTA1 VIVM o ('3), Software quality requirements and validation methods that are focused on the N/A NIC
language software specification for the module SHALL indicate the programming within the user N Remediation 12' 5’ 2‘_ 12‘ 6'1‘ 11'2'zj ) 1' 6.8.2 5(5) minimization of flawed or malformed software that can negatively impact integrity or
language used and the reason for the difference. documentation. Could R 11’ 2‘ 7‘ e availability (e.g., buffer overruns) are specified for all software development initiatives.
impact Integrity, -
Availability and/or
Confidentiality.
Software Quality:
If a module contains embedded border logic commands for an Documentation normally
external library or package (e.g., menu selections in a database contained within the 10.3.2:
management system for defining forms and reports, on-line System Security Plan as a | T . DCSQ-1 Software Quality
8‘4114'4 Referenc_es for queries for database access and manipulation, input to a . functional requirement, or [I=INSPECTIO Flaw 10',10'5' ) 11'1']': DCSQ'L 5'8'2'3(,5)(61) Software quality requirements and validation methods that are focused on the
foreign programming raphical user interface builder for automated code generation Inspection | Manufacturer within the user N sl-2 Remediation 12411255 11.1.2; $8-2.2 DCCT-1; VIVM @) minimization of flawed or malformed software that can negatively impact integrity or NIA Nie
languages g N N ' N 12.5.2;12.6.1| 11.2.2; 1 6.B.2.a(5) S s IO
commands to the operating system, or shell scripts), the documentation. Could 1127 availability (e.g., buffer overruns) are specified for all software development initiatives.
specification for the module SHALL contain a reference to user impact Integrity, -
manuals or other documents that explain them. Availability and/or
Confidentiality.
NIST SP500-209DCID 6/3 Requirement: the original (source) code must be available at
any time, the code must be controlled in a configuration management process, and the
code must be marked with ownership and authorship.
DCPD-1 Public Domain Software Controls
Binary or machine executable public domain software products and other software
For each callable unit (e.g., function, method, operation, |=INSPECTIO Software Usage 10.2.10: products with limited or no warranty, such as those commonly known as freeware or
8.4.14.5 Source code [subroutine, procedure) in application logic, border logic, and third- | Inspection | Manufacturer |Loss of Availability N SA-6 Restrictions 15.1.2 10’ 2‘ 13' DCPD-1 2.B.9.b(11) |shareware are not used in DoD information systems unless they are necessary for N/A N/C
party logic, manufacturers SHALL supply the source code. - mission accomplishment and there are no alternative IT solutions available. Such
products are assessed for information assurance impacts, and approved for use by the
DAA. The assessment addresses the fact that such software products are difficult or
impossible to review, repair, or extend, given that the Government does not have
access to the original source code and there is no owner who could make such repairs
on behalf of the Government.
) " " Software Quality: NIST SP500-209SA-8
For each callable unit (e.g., function, method, operation, Documentation normally SECURITY ENGINEERING PRINCIPLES
subroutine, procedure) in core logic, manufacturers SHALL contained within the Control: The organization designs and implements the information system using
specify: a. Preconditions and postconditions of the callable unit, System Security Plan as a security engineering principles.
8.4.14.6 Inductive inc!uding any assqmptions about capacities and limits within _ functional requirement, or |I=INSPECTIO Sect_lrity ) DCBP-1; Sup_plemgntal _Gu_idance: r_\IIST Spgcial Publication 2_300-27 provi_des_guidance on
assertions which the system is expected to operate; and b. A sound Inspection | Manufacturer within the user ! N SA-8 Engineering 121 321 - DCCs-1; 1H1 engineering principles for information system security. The application of security N/A N/C
argument (preferably, but not necessarily, a formal proof) that the documentation. Could Principles E3.4.4 engineering principles is primarily targeted at new development information systems or
preconditions and postconditions of the callable unit accurately impact Integrityv systems undergoing major upgrades and is integrated into the system development life
represent its behavior, assuming that the preconditions and Availability and/or cycle. For legacy information systems, the organization applies security engineering
postconditions of any invoked units are similarly accurate. Confidentiality principles to system upgrades and modifications, to the extent feasible, given the
) current state of the hardware, software, and firmware components within the system.
Software Quality: NIST SP500-209SA-8 (Not in searched Documetation)
Documentation normally SECURITY ENGIN.EERING P.RINCIPLES . . .
Manufacturers SHALL specify a sound argument (preferably, but contained within the g:;&:ﬁ}l/ z:gi:;geﬁgg?:;liifeigns and implements the information system using
. not_ ngcessarlly, a formal pro_of) that the core Io_glr? as awhole Syslgm Securlt_y Planasa _ Security DCBP-1; Supplemental Guidance: NIST Special Publication 800-27 provides guidance on
8.4.14.7 High-level satisfies each of the constraints for all cases within the . functional requirement, or [I=INSPECTIO N . . N N o . 3 N o N
constraints aforementioned capacities and limits, assuming that the Inspection | Manufacturer within the user N SA-8 Er!glr_leenng 12.1 321 - DCCS-1; 1H.1 engineering pr!nc!ples for |nf0rmat|on system security. The appllf:atlon of security N/A N/C
. - " N Principles E3.4.4 engineering principles is primarily targeted at new development information systems or
precondl'u_ons ar!d postcgndluons of callable units accurately _documentauo_n, Could systems undergoing major upgrades and is integrated into the system development life
characterize their behaviors. RZ::L:E:;E\::Z}M cyple_. For legacy information systems, t_h_e o_rganization applies sec_urity e_ngineering
Confidentiality. principles to system upgrades and modifications, to the extent feasible, given the
. current state of the hardware, software, and firmware components within the system.
Software Quality:
Documentation normally
contained within the sC6
" System Security Plan as a|
8.4.14.8 Safety of Manufacturer_s SHALL specify a sound afg“f“e“‘ (Pre_ferably, but . functional requirement, or [I=INSPECTIO - RESOURCE.PWORITY . -
concurrency not necessarily, a formal proof) that application logic is free of Inspection | Manufacturer within the user N SC-6 Resource Priority - - - 6.B.3.a(11) |Control: The information system limits the use of resources by priority.
race conditions, deadlocks, livelocks, and resource starvation. documentation. Could Supplemental Guidance: Priority protection helps prevent a lower-priority process from
. . delaying or interfering with the information system servicing any higher-priority process.
impact Integrity,
Availability and/or
Confidentiality.
3.2.3;
Insufficient documentation ggg DDgr—(l:VS\l]i 4B.2b(2); |SA5
8.4.15.1 System Manufacturers SHALL identify and provide a diagram and ! could lead to difficulties ||\ cpr o Information 12.11; DCID-1; DCSD] 4.B.2.b(3); |INFORMATION SYSTEM DOCUMENTATION
database narratlve descrlpthn of the system's databases and any external | Inspection | Manufacturer [supporting t_he gppllcatlon. SA-5 System ) 10.7.4 1212 CcC-2.1 1,DCSW-1; | 4.B.4.b(4); |Control: The organization obtains, protects as required, and makes available to N/C
files used for data input or output. Loss of Availability, and/or Documentation 12.1.3; ECND-1; 9.C3 authorized personnel, adequate documentation for the information system.
Integrity. e ! e ' !
12.1.6; DCFA-1
12.1.7
Software Quality: NIST SP500-209SA-8
Documentation normally SECURITY ENGIN.EERING P.RINCIPLES . . .
contained within the Conlr_ol: The_ organization _deS|gns and implements the information system using
. } System Security Plan as a ’ security engineering principles. . - Ny .
8.4.15.2 Database For each database or exter_nal file, manufacturers SHALL specify : functional requirement, or |I=INSPECTIO Sect_irlty ) DCBP-1; Sup_plemgntal _Gu_ldance: r_\IIST Spgmal Publication 2_300-27 prow_des_guldance on
dés.igr; levels the number of levels of design and the names of those levels Inspection | Manufacturer within the user ' N SA-8 Engineering 12.1 321 - DCCs-1; 1H.1 engineering principles for information system security. The application of security N/A N/C
(e.g., conceptual, internal, logical, and physical). documentation. Could Principles E3.4.4 engineering principles is primarily targeted at new development information systems or
impact Integrityv systems undergoi_ng majo_r upgrades and is integ_rate_d into the system develgpmgm life
Availability and/or cyple_. For legacy information systems, t_h_e o_rganlzauon applies sec_urlty engineering
Confidentiality principles to system upgrades and modifications, to the extent feasible, given the
. current state of the hardware, software, and firmware components within the system.
3.2.3;
Insufficient documentation 324; DECS L
For each database or external file, the manufacturer SHALL could lead to difficulties Information 328; DCHW-1; 4.B2b(2); |SAS
8.4.15.3 Database N . : ! N " " o I=INSPECTIO 12.1.1; DCID-1; DCSD{ 4.B.2.b(3); |INFORMATION SYSTEM DOCUMENTATION
N N specify any design conventions and standards (which may be Inspection | Manufacturer |supporting the application. SA-5 System 10.7.4 N Ccc-2.1 A A N ) o N . . N/A N/C
design conventions : ? A . 12.1.2; 1; DCSW-1; | 4.B.4.b(4); |Control: The organization obtains, protects as required, and makes available to
incorporated by reference) needed to understand the design. Loss of Availability, and/or Documentation N ; . N . N
Integrity. 12.1.3; ECND-1; 9.C3 authorized personnel, adequate documentation for the information system.
12.1.6; DCFA-1
12.1.7
3.2.3;
Insufficient documentation ggg 4B.2b(2); |SA5
For each database or external file, manufacturers SHALL identify could lead to difficulties _ Information A . o N
8.4.15.4 Data models |and describe all logical entities and relationships and how these | Inspection | Manufacturer |supporting the application. IZINSPECTIO SA-5 System 10.7.4 12'1'1j Ccc-2.1 DC,'D'L DCS,D 4.B.2.b(3)z lNFORMATION SY.STEM DO(.:UMENTATION . . N/A N/C
. . " R . 12.1.2; 1, DCSW-1; | 4.B.4.b(4); |Control: The organization obtains, protects as required, and makes available to
are implemented physically (e.g., tables, files). Loss of Availability, and/or Documentation 12.1.3; ECND-1; 9.C3 authorized personnel, adequate documentation for the information system.
Integrity. L ! e ' !
12.1.6; DCFA-1
12.1.7
8.4.15.5 Schemata Manufacturers SHALL document the details of table, record or file
contents (as applicable), individual data elements and their
specifications, including: a. Names/identifiers; b. Data type (e.g., 323;
alphanumeric, integer); c. Size and format (such as length and \nsufficient documentation 324 DCCs-1
punctuation of a character string); d. Units of measurement (e.g., could lead to difficulties \nformation 3.2.38; DCHW-1; 4.B.2.b(2); [SA-5
meters, seconds e. Range or enumeration of possible values Inspection | Manufacturer [supporting the application I=INSPECTIO SAS System 107.4 12.1.1; ccal DCID-1; DCSD{ 4.B.2.b(3); |INFORMATION SYSTEM DOCUMENTATION NA NIC
(e.g., 0-99 f. Accuracy (how correct) and precision (number of Loss of Availability and/ur. Documentation o 12.1.2; : 1; DCSW-1; | 4.B.4.b(4); [Control: The organization obtains, protects as required, and makes available to
significant digits); g. Priority, timing, frequency, volume, Integrity. ' 12.1.3; ECND-1; 9.C3 authorized personnel, adequate documentation for the information system.
sequencing, and other constraints, such as whether the data : 12.1.6; DCFA-1
element may be updated and whether business rules apply; h. 12.1.7
Security and privacy constraints; and i. Sources (setting/sending
entities) and recipients (using/receiving entities).
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MA-1
Insufficient documentation SYSTEM MAINTENANCE POLICY AND PROCEDURES
8.4.15.6 External file  |For external files, manufacturers SHALL document the could lead to difficulties _ Sygtem . beie: B.?.a Control: The organlzatlpn develgps. dlssemlnqtes, and perlc_)dlcally reviews/updates: (i) 4/2/20 ]_5
. - . . . .. [I=INSPECTIO Maintenance . PRMP-1; Manual: |a formal, documented, information system maintenance policy that addresses purpose,
maintenance and procedures for file maintenance, management of access Inspection | Manufacturer |supporting the application. MA-1 " 10.1.1;15.1.1 10 - . I . S N/A N/C
- g N R Policy and DCAR-1 2.B.4.e(5); [scope, roles, responsibilities, management commitment, coordination among
security privileges, and security. Loss of Availability, and/or A . " X "
Integrit Procedures 6.B.2.a(5) |organizational entities, and compliance; and (ii) formal, documented procedures to
onty- facilitate the implementation of the information system maintenance policy and
associated system maintenance controls.
DCFA-1 Functional Architecture for AIS Applications
323 For AIS applications, a functional architecture that identifies the following has been
3'2'4: developed and is maintained:
Insufficient documentation 3'2'8: 4B.2b2); |- all external/internal interfaces, the information being exchanged, and the protection
- Using a combination of text and diagrams, manufacturers SHALL could lead to difficulties _ Information A 1 o ' |mechanisms associated with each interface
.8'4'16'1 Description of identify and provide a complete description of all major internal Inspection | Manufacturer |supporting the application. IZINSPECTIO SA-5 System 10.7.4 12'1']': CcC-2.1 DC,'D L DCS,D 4.B.2.b(3)z - user roles required for access control and the access privileges assigned to each role |N/A N/C
interfaces . A . 12.1.2; 1; DCSW-1; | 4.B.4.b(4);
and external interfaces. Loss of Availability, and/or Documentation 1213 ECND-1. 90C3 (See ECAN)
Integrity. L ! o - unique security requirements (e.g., encryption of key data elements at rest)
12.1.6; DCFA-1 : e 3 L
1217 - categories of sensitive information processed or stored by the AIS application, and
- their specific protection plans (e.g., Privacy Act, HIPAA)
- restoration priority of subsystems, processes, or information (see COEF).
For each interface identified in the system overview, MA-1
man_ufacture.rs SHALI__: a. Pr_owde a unlqut_elldentlfler assigned to N : SYSTEM MAINTENANCE POLICY AND PROCEDURES
the interface; b. Identify the interfacing entities (e.g., systems, Insufficient documentation . ) A " h s . e
y A g P System DCID: B.2.a |Control: The organization develops, disseminates, and periodically reviews/updates: (i)
configuration items, users) by name, number, version, and could lead to difficulties _ ) . ) N ) n y
8.4.17.1 Interface . 5 N ’ . . ) .. [I=INSPECTIO Maintenance ) PRMP-1; Manual: [a formal, documented, information system maintenance policy that addresses purpose,
h I . documentation references, as applicable; and c. Identify which Inspection | Manufacturer |supporting the application. MA-1 " 10.1.1;15.1.1 10 - . S " S N/A N/C
identification details S y . - . R Policy and DCAR-1 2.B.4.e(5); |scope, roles, responsibilities, management commitment, coordination among
entities have fixed interface characteristics (and therefore impose Loss of Availability, and/or A . " X "
h N N N o N N N Procedures 6.B.2.a(5) |organizational entities, and compliance; and (i) formal, documented procedures to
interface requirements on interfacing entities) and which are being| Integrity. o . . . N N "
L Y . facilitate the implementation of the information system maintenance policy and
developed or modified (thus having interface requirements " N
; associated system maintenance controls.
imposed upon them).
3.2.3;
Insufficient documentation 324; DCCS-1
For each interface identified in the system overview, could lead to difficulties Information 328 DCHW-1; 4.B.2b(2); |SAS
8.4.18.1 Interface types |manufacturers SHALL describe the type of interface (e.g., real- Inspection | Manufacturer |supporting the application. IZINSPECTIO SA-5 System 10.7.4 12'1']': Ccc-2.1 DC,'D':" DCS,D 4.B.2.b(3)z lNFORMATION SY.STEM DO(.:UMENTATION . . N/A N/C
N - f - N 12.1.2; 1; DCSW-1; | 4.B.4.b(4); |Control: The organization obtains, protects as required, and makes available to
time data transfer, data storage-and retrieval) to be implemented. Loss of Availability, and/or Documentation N ; . N . N
Integrit 12.1.3; ECND-1; 9.C.3 authorized personnel, adequate documentation for the information system.
oy 12.1.6; DCFA-1
12.1.7
8.4.18.2 Interface
signatures For each interface identified in the system overview,
manufacturers SHALL describe characteristics of individual data
elements that the interfacing entity (ies) will provide, store, send, .
N . o 3.23;
access, receive, etc., such as: a. Names/identifiers; b. Data type N
L " - . 3.2.4; DCCs-1;
(e.g., alphanumeric, integer); c. Size and format (such as length Insufficient documentation N .
and punctuation of a character string); d. Units of measurement could lead to difficulties Information 328 DCHW-1; 4.B.2b(2); |SAS
n . . N . " o I=INSPECTIO 12.1.1; DCID-1; DCSD{ 4.B.2.b(3); |INFORMATION SYSTEM DOCUMENTATION
(e.g., meters, seconds); e. Range or enumeration of possible Inspection | Manufacturer |supporting the application. SA-5 System 10.7.4 N Ccc-2.1 A A N ) o N . . N/A N/C
X . - N 12.1.2; 1; DCSW-1; | 4.B.4.b(4); |Control: The organization obtains, protects as required, and makes available to
values (e.g., 0-99); f. Accuracy (how correct) and precision Loss of Availability, and/or Documentation N ; . N . N
S S AR N 12.1.3; ECND-1; 9.C3 authorized personnel, adequate documentation for the information system.
(number of significant digits); g. Priority, timing, frequency, Integrity. N
. ! 12.1.6; DCFA-1
volume, sequencing, and other constraints, such as whether the 1217
data element may be updated and whether business rules apply; -
h. Security and privacy constraints; and i. Sources
(setting/sending entities) and recipients (using/receiving entities).
8}3.t]£;j?l,slnterface For each interface identified in the system overview,
P! manufacturers SHALL describe characteristics of communication 323
methods that the interfacing entity (ies) will use for the interface, o
PN N " - . 3.2.4; DCCs-1,
such as: a. Communication links/bands/frequencies/media and Insufficient documentation N .
their characteristics; b. Message formatting; c. Flow control (e.g. could lead to difficulties Information 328 DCHW-1; 4.B.2b(2); |SAS
o o o . " o I=INSPECTIO 12.1.1; DCID-1; DCSD{ 4.B.2.b(3); |INFORMATION SYSTEM DOCUMENTATION
sequence numbering and buffer allocation); d. Data transfer rate, | Inspection | Manufacturer |supporting the application. SA-5 System 10.7.4 N Ccc-2.1 A A N ) o N . . N/A N/C
- - R , - N 12.1.2; 1;DCSW-1; | 4.B.4.b(4); |Control: The organization obtains, protects as required, and makes available to
whether periodic/aperiodic, and interval between transfers; e. Loss of Availability, and/or Documentation N ; . N . N
N : N . > N 12.1.3; ECND-1; 9.C3 authorized personnel, adequate documentation for the information system.
Routing, addressing, and naming conventions; f. Transmission Integrity. 1216 DCFA-1
services, including priority and grade; and g. o
N > . N . 12.1.7
Safety/security/privacy considerations, such as encryption, user
authentication, compartmentalization, and auditing.
For each interface identified in the system overview, CcA3
_manufa_cturers_ SH}ALL qescrlbe chargcterlsucs of proto?ols the INFORMATION SYSTEM CONNECTIONS
interfacing entity (ies) will use for the interface, such as: a. . ) ) o s . . .
o X Lo N . - . . | 111 DCID-1; EBCR: Control: The organization authorizes all connections from the information system to
Priority/layer of the protocol; b. Packeting, including Loss of Confidentiality, _ Information 10.6.2;10.9.1; N . A ) N y N -
8.4.18.4 Protocol N ) - . N I=INSPECTIO N | 3.2.9; 1; EBRU-1; 9.B.3; other information systems outside of the accreditation boundary through the use of
" fragmentation and reassembly, routing, and addressing; c. Inspection | Manufacturer |Integrity and/or CA-3 System 11.45;11.4.6; CC-2.1 N N . . N/A N/C
details " ! e N . 4.1.8; EBPW-1; ECIC{ 9.D.3.c |system connection agreements and monitors/controls the system connections on an
Legality checks, error control, and recovery procedures; d. availability. Connections 11.4.7 1203 1 ongoing basis
Synchronization, including connection establishment, - going basis. . . - .
N P . I NIST Special Publication 800-47 provides guidance on connecting information systems.
maintenance, termination; and e. Status, identification, and any N :
) Related security controls: SC-7, SA-9.
other reporting features.
CM-8
INFORMATION SYSTEM COMPONENT INVENTORY
Control: The organization develops, documents, and maintains a current inventory of
. . o . . the components of the information system and relevant ownership information.
For each interface identified in the system overview, . 1.1.1; N . o N .
| manufacturers SHALL describe any other pertinent Information 310 2B.7.¢(7); Supplen‘_lental Guu_:iance. T_he organization determlrjes the apprupr}lale level of
8.4.18.5 Characteristics A~ 3 o . . . — I=INSPECTIO System . .. | cc-2.3; Cce- DCHW-1; "L ok [granularity for the information system components included in the inventory that are
. characteristics, such as physical compatibility of the interfacing Inspection | Manufacturer |Loss of Availability CM-8 7.1.1;15.1.2 | 10.2.7; A 4.B.1.c(3); N N . y . N/A N/C
of interfaces Lo . H N Component ' | 3.1;88-1.2 DCSW-1 subject to management control (i.e., tracking, and reporting). The inventory of
entity (ies) (e.g., dimensions, tolerances, loads, voltages, plug 10.2.9; 4.B.2.b(6) | N N N y "
v Inventory information system components includes any information determined to be necessary
compatibility). 12.1.4 A 3 : o
by the organization to achieve effective property accountability (e.g., manufacturer,
model number, serial number, software license information, system/component owner).
The component inventory is consistent with the accreditation boundary of the
information system. Related security controls: CM-2, CM-6.
CM-1
CONFIGURATION MANAGEMENT POLICY AND PROCEDURES
9.2.1 User In the system overview, manufacturers SHALL provide Configuration DCCB-1; DCID: B.2.a |Control: The organization develops, disseminates, and periodically reviews/updates: (i)
o . information that enables the user to identify the functional and . I I=INSPECTIO Management 12.4.1;12.5.1; DCPR-1; Manual: |a formal, documented, configuration management policy that addresses purpose,
Documentation System N Inspection | Manufacturer |Loss of Availability CM-1 " - N . . " o N/C
Overview physical components of the system, how the components are N Policy and 15.1.1 DCAR-1; 2.B.4.e(5); [scope, roles, responsibilities, management commitment, coordination among
structured, and the interfaces between them. Procedures E3.3.8 5.B.2.a(5) |organizational entities, and compliance; and (i) formal, documented procedures to
facilitate the implementation of the configuration management policy and associated
configuration management controls.
Security Design and Configuration Integrity
DCFA-1 Functional Architecture for AIS Applications
3.2.3; For AIS applications, a functional architecture that identifies the following has been
3.2.4; developed and is maintained:
The system overview SHALL include a high-level functional Information 3.2.8; 4.B.2.b(2); |- all external interfaces, the information being exchanged, and the protection
9.2.2 System Overview |diagram of the system that includes all of its components. The Inspection | Manufacturer |Loss of Integrit I=INSPECTIO SAS System 107.4 12.1.1; ccal DCID-1; DCSD{ 4.B.2.b(3); |mechanisms associated with each interface NIC
Functional Diagram diagram SHALL portray how the various components relate and P ity N Dﬁcumentation o 12.1.2; ! 1; DCSW-1; | 4.B.4.b(4); |- user roles required for access control and the access privileges assigned to each role
interact. 12.1.3; ECND-1; 9.C3 (See ECAN)
12.1.6; DCFA-1 - unique security requirements (e.g., encryption of key data elements at rest)
12.1.7 - categories of sensitive information processed or stored by the AIS application, and
their specific protection plans (e.g., Privacy Act, HIPAA)
- restoration priority of subsystems, processes, or information (see COEF).
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The system description SHALL include written descriptions,
drawings and diagrams that present: a. A description of the
functional components or subsystems, (e.g., environment, FVAP UOCA 4/2/20 ]_5
election management and control, vote recording, vote
conversion, reporting, and their logical relationships); b. A
description of the operational environment of the system that
provides an overview of the hardware, firmware, software, and
communications structure; c. A description that explains each
system function and how the function is achieved in the design; d SA'S
ystem I . I gn; d. INFORMATION SYSTEM DOCUMENTATION
Descriptions of the functional and physical interfaces between . ) o N . .
X AN DCCs-1; Control: The organization obtains, protects as required, and makes available to
subsystems and components; e. Identification of all COTS | . - N . ¥
N A . - . DCHW-1; 4.B.2.b(2); |authorized personnel, adequate documentation for the information system.
9.2.3.1 User products (both hardware and software) included in the system Loss of Confidentiality, _ Information N B ) P L . .
. | L L . N I=INSPECTIO DCID-1; DCSD{ 4.B.2.b(: Supplemental Guidance: Documentation includes administrator and user guides with
documentation system [and/or used as part of the system's operation, identifying the Inspection | Manufacturer |Integrity and/or SA-5 System 10.7.4 CcC-2.1 A A - . . L " N . 3 N . [N/A N/C
L . ) e N . 1, DCSW-1; | 4.B.4.b(4); |information on: (i) configuring, installing, and operating the information system; and (ii)
description name, manufacturer, and version used for each such component; availability. Documentation ; N N B " N o
o X ECND-1; 9.C3 effectively using the system’s security features. When adequate information system
f. Communications (network) software; g. Interfaces among N - y
. s . DCFA-1 documentation is either unavailable or non existent (e.g., due to the age of the system
internal components and interfaces with external systems. For R
. N N or lack of support from the vendor/manufacturer), the organization documents attempts
components that interface with other components for which to obtain such documentation and provides compensating security controls, if needed.
multiple products may be used, the manufacturers SHALL identify p P 9 ' .
file specifications, data objects, or other means used for
information exchange, and the public standard used for such file
specifications, data objects, or other means; and h. Listings of all
software and firmware and associated documentation included in
the manufacturer's release in the order in which each piece of
software or firmware would normally be installed upon system
setup and installation.
SA-5
INFORMATION SYSTEM DOCUMENTATION
The system description SHALL include the identification of all DCCs-1; Control: The organization obtains, protects as required, and makes available to
9.2.3.2 Identify software and firmware items, indicating items that were: a. Loss of Confidentiality \nformation DCHW-1; 4.B.2.b(2); |authorized personnel, adequate documentation for the information system.

e 4 Written in-house; b. Written by a subcontractor; c. Procured as . N ' I=INSPECTIO DCID-1; DCSD{ 4.B.2.b(: Supplemental Guidance: Documentation includes administrator and user guides with
software and firmware N I . - Inspection | Manufacturer |Integrity and/or SA-5 System 10.7.4 Ccc-2.1 A A - . . L " N . 3 N . [N/A N/C
by origin COTS; and d. Procured and modified, including descriptions of availabilit N Documentation 1, DCSW-1; | 4.B.4.b(4); |information on: (i) configuring, installing, and operating the information system; and (ii)

Y orig the modifications to the software or firmware and to the default Y ECND-1; 9.C3 effectively using the system’s security features. When adequate information system

configuration options. DCFA-1 documentation is either unavailable or non existent (e.g., due to the age of the system
or lack of support from the vendor/manufacturer), the organization documents attempts
to obtain such documentation and provides compensating security controls, if needed.
" The system description SHALL include a declaration that Loss of Confidentiality, _
9.2.3.3 Traceability of procured software items were obtained directly from the Inspection Manufacturer |Integrity and/or I=INSPECTIO None None None None None None None N/C
procured software " L o N
manufacturer or from a licensed dealer or distributor. availability.
SR ACYUTSTITOTT
Control: The organization includes security requirements and/or security specifications,
either explicitly or by reference, in information system acquisition contracts based on an
assessment of risk and in accordance with applicable laws, Executive Orders,
directives, policies, regulations, and standards.
Supplemental Guidance:
Solicitation Documents
The solicitation documents (e.g., Requests for Proposals) for information systems and
services include, either explicitly or by reference, security requirements that describe:
(i) required security capabilities (security needs and, as necessary, specific security
controls and other specific FISMA requirements); (i) required design and development
Manufacturers SHALL provide system performance information processes; (iii) required test and evaluation procedures; and (iv) required
including: a. Device capacities and limits that were stated in the documentation. The requirements in the solicitation documents permit updating security
implementation statement; b. Performance characteristics of each controls as new threats/vulnerabilities are identified and as new technologies are
operating mode and function in terms of expected and maximum DCID: B.2.a: implemented. NIST Special Publication 800-36 provides guidance on the selection of
9.2.4.1 User speed, throughput capacity, maximum volume (maximum number Loss of Confidentiality, |=INSPECTIO DCAS-1; c 2 a-' " |information security products. NIST Special Publication 800-35 provides guidance on
documentation system |of voting positions and maximum number of ballot styles Inspection | Manufacturer |Integrity and/or ’\I SA-4 Acquisitions 12.1.1 - DCDS-1; DCIT Ma‘nL‘Ja‘I" information technology security services. NIST Special Publication 800-64 provides N/A N/C
performance supported), and processing frequency; c. Quality attributes such availability. 1; DCMC-1 0B.4 "~ |guidance on security considerations in the system development life cycle.
I , maintainability, availability, usability, and portability; o Information System Documentation
d. Provisions for safety, security, voter privacy, ballot secrecy, The solicitation documents include requirements for appropriate information system
and continuity of operations; and e. Design constraints, applicable documentation. The documentation addresses user and systems administrator
standards, and compatibility requirements. guidance and information regarding the implementation of the security controls in the
information system. The level of detail required in the documentation is based on the
FIPS 199 security category for the information system.
Use of Tested, Evaluated, and Validated Products
NIST Special Publication 800-23 provides guidance on the acquisition and use of
tested/evaluated information technology products.
Configuration Settings and Implementation Guidance
The information system required documentation includes security configuration settings
and security implementation guidance. OMB FISMA reporting instructions provide
guidance on configuration requirements for federal information systems. NIST Special
Publication 800-70 provides guidance on configuration settings for information
a
Manufacturers SHALL provide a listing of the system's functional
processing capabilities, encompassing capabilities required by the
UOCAVA Pilot Program Testing Requirements, and any
additional capabilities provided by the system, with a description SAS
pal P! Y the system, with a P INFORMATION SYSTEM DOCUMENTATION
of each capability. a. Manufacturers SHALL explain, in a manner . . P N . .
By L DCCS-1; Control: The organization obtains, protects as required, and makes available to
that is understandable to users, the capabilities of the system | . By N . N
9.3.1 User N . N N . . .. . DCHW-1; 4.B.2.b(2); |authorized personnel, adequate documentation for the information system.
. declared in the implementation statement; b. Additional Loss of Confidentiality, _ Information . N . R L L . .
Documentation, . 3 S . . . N I=INSPECTIO DCID-1; DCSD{ 4.B.2.b(3); [Supplemental Guidance: Documentation includes administrator and user guides with
. " capabilities (extensions) SHALL be clearly indicated; c. Required | Inspection Manufacturer |Integrity and/or SA-5 System 10.7.4 CcC-2.1 A A e . e o " . . N N . |N/A N/C
System Functionality . . . o N . 1; DCSW-1; | 4.B.4.b(4); |information on: (i) configuring, installing, and operating the information system; and (ii)
- capabilities that may be bypassed or deactivated during availability. Documentation ; . N B N . f
Description . . . S . ECND-1; 9.C3 effectively using the system’s security features. When adequate information system
installation or operation by the user SHALL be clearly indicated; d.. oS N )
. L N ) ) DCFA-1 documentation is either unavailable or non existent (e.g., due to the age of the system
Additional capabilities that function only when activated during R
. . ) — . or lack of support from the vendor/manufacturer), the organization documents attempts
installation or operation by the user SHALL be clearly indicated; h . N N N )
L e N to obtain such documentation and provides compensating security controls, if needed.
and e. Additional capabilities that normally are active but may be
bypassed or deactivated during installation or operation by the
user SHALL be clearly indicated.
AC-1
ACCESS CONTROL POLICY AND PROCEDURES
Control: The organization develops, disseminates, and periodically reviews/updates: (i)
a formal, documented, access control policy that addresses purpose, scope, roles,
responsibilities, management commitment, coordination among organizational entities,
.9'4'1'1 ACCSYSS control Manufacturers SHALL provide user documentation containing Loss of Confidentiality, _ Access Control ) ) ECAer_; . gnd compllapce; and (ii) formal, documemed procedurgs to facilitate the
implementation, P ; N . . A . N I=INSPECTIO " 11.1.1;11.4.1; . ECPA-1; 2.B.4.e(5); |implementation of the access control policy and associated access controls.

) . guidelines and usage instructions on implementing, configuring, Inspection Manufacturer |Integrity and/or AC-1 Policy and 15.; 16. - N . i . N N IA N/C
configuration, and . L o N 15.1.1 PRAS-1; 4.B.1.a(1)(b) |Supplemental Guidance: The access control policy and procedures are consistent with
and managing access control capabilities. availability. Procedures - . L e :

management DCAR-1 applicable laws, Executive Orders, directives, policies, regulations, standards, and
guidance. The access control policy can be included as part of the general information
security policy for the organization. Access control procedures can be developed for the
security program in general, and for a particular information system, when required.
NIST Special Publication 800-12 provides guidance on security policies and
procedures.
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9.4.1.2 Access control
policy

Manufacturers SHALL provide, within the user documentation, the
access control policy under which the system was designed to
operate.

Inspection

Manufacturer

Loss of Confidentiality,
Integrity and/or
availability.

I=INSPECTIO
N

AC-1

Access Control
Policy and
Procedures

111171143,
15.1.1

15, 16.

FVAP

ECAN-1;
ECPA-1;
PRAS-1;
DCAR-1

UOCA

2.B.4.6(5);
4.8.1.a(1)(b)

AC-1

ACCESS CONTROL POLICY AND PROCEDURES

Control: The organization develops, disseminates, and periodically reviews/updates: (i)
a formal, documented, access control policy that addresses purpose, scope, roles,
responsibilities, management commitment, coordination among organizational entities,
and compliance; and (i) formal, documented procedures to facilitate the
implementation of the access control policy and associated access controls.
Supplemental Guidance: The access control policy and procedures are consistent with
applicable laws, Executive Orders, directives, policies, regulations, standards, and
guidance. The access control policy can be included as part of the general information
security policy for the organization. Access control procedures can be developed for the
security program in general, and for a particular information system, when required.
NIST Special Publication 800-12 provides guidance on security policies and
procedures.

4/2/2015

1 N/C

9.4.1.3 Privileged
account

Manufacturers SHALL disclose and document information on all
privileged accounts included on the system.

Inspection

Manufacturer

Loss of Integrity,
Availability and/or
Confidentiality

I=INSPECTIO
N

AC-2

Account
Management

6.2.2,6.2.3;
8.3.3;11.2.1;
11.2.2;11.2.4;
11.7.2

AC-2.1; AC-
2.2, AC-3.2;
SP-4.1

IAAC-1

4.B.2.a(3)

AC-2

ACCOUNT MANAGEMENT

Control: The organization manages information system accounts, including
establishing, activating, modifying, reviewing, disabling, and removing accounts. The
organization reviews information system accounts [Assignment: organization-defined
frequency, at least annually].

Supplemental Guidance: Account management includes the identification of account
types (i.e., individual, group, and system), establishment of conditions for group
membership, and assignment of associated authorizations. The organization identifies
authorized users of the information system and specifies access rights/privileges. The
organization grants access to the information system based on: (i) a valid need-to-
know/need-to-share that is determined by assigned official duties and satisfying all
personnel security criteria; and (i) intended system usage. The organization requires
proper identification for requests to establish information system accounts and
approves all such requests. The organization specifically authorizes and monitors the
use of guest/anonymous accounts and removes, disables, or otherwise secures
unnecessary accounts. Account managers are notified when information system users
are terminated or transferred and associated accounts are removed, disabled, or
otherwise secured. Account managers are also notified when users’ information system
usage or need-to-know/need-to-share changes.

N/C

9.4.2.1 System event
logging

Manufacturers SHALL provide user documentation that describes
system event logging capabilities and usage.

Inspection

Manufacturer

Loss of Integrity and/or
Confidentiality

I=INSPECTIO
N

AU-2 & AU-
3

Auditable Events

10.10.1

ECAR-3

4.B.2.a(4)(d)

AU-2

AUDITABLE EVENTS

Control: The information system generates audit records for the following events:
[Assignment: organization-defined auditable events].

Supplemental Guidance: The purpose of this control is to identify important events
which need to be audited as significant and relevant to the security of the information
system. The organization specifies which information system components carry out
auditing activities. Auditing activity can affect information system performance.
Therefore, the organization decides, based upon a risk assessment, which events
require auditing on a continuous basis and which events require auditing in response to
specific situations. Audit records can be generated at various levels of abstraction,
including at the packet level as information traverses the network. Selecting the right
level of abstraction for audit record generation is a critical aspect of an audit capability
and can facilitate the identification of root causes to problems. Additionally, the security
audit function is coordinated with the network health and status monitoring function to
enhance the mutual support between the two functions by the selection of information
to be recorded by each function. The checklists and configuration guides at
http://csrc.nist.gov/pcig/cig.html provide recommended lists of auditable events. The
organization defines auditable events that are adequate to support after-the-fact
investigations of security incidents. NIST Special Publication 800-92 provides guidance
on computer security log management.

1 N/C

9.4.2.2 Log format

Manufacturers SHALL provide fully documented log format
information.

Inspection

Manufacturer

Provides forensic
capability in the event of
data loss. Provides
troubleshooting abilitieis.

I=INSPECTIO
N

AU-3

Content of Audit
Records

10.10.1;
10.10.4

17.1.1

ECAR-1;
ECAR-2;
ECAR-3;
ECLC-1

4.B.2.a(4)(a)

4.B.2.4(5)(a)

AU-3

CONTENT OF AUDIT RECORDS

Control: The information system produces audit records that contain sufficient
information to establish what events occurred, the sources of the events, and the
outcomes of the events.

Supplemental Guidance: Audit record content includes, for most audit records: (i) date
and time of the event; (ii) the component of the information system (e.g., software
component, hardware component) where the event occurred; (iii) type of event; (iv)
user/subject identity; and (v) the outcome (success or failure) of the event. NIST
Special Publication 800-92 provides guidance on computer security log management.

1 N/C

9.4.3.1 Ballot
decryption process

Manufacturers SHALL provide documentation on the proper
procedures for the authorized entity to implement ballot
decryption while maintaining the security and privacy of the data.

Inspection

Manufacturer

Loss of Confidentiality,
Integrity and/or
availability.

I=INSPECTIO
N

CM-1

Configuration
Management
Policy and
Procedures

12.4.1;125.1;
15.1.1

DCCB-1;

DCPR-1;

DCAR-1;
E3.3.8

DCID: B.2.a
Manual:
2.B.4.6(5);
5.B.2.a(5)

CM-1

CONFIGURATION MANAGEMENT POLICY AND PROCEDURES

Control: The organization develops, disseminates, and periodically reviews/updates: (i)
a formal, documented, configuration management policy that addresses purpose,
scope, roles, responsibilities, management commitment, coordination among
organizational entities, and compliance; and (i) formal, documented procedures to
facilitate the implementation of the configuration management policy and associated
configuration management controls.

Supplemental Guidance: The configuration management policy and procedures are
consistent with applicable laws, Executive Orders, directives, policies, regulations,
standards, and guidance. The configuration management policy can be included as part|
of the general information security policy for the organization. Configuration
management procedures can be developed for the security program in general, and for
a particular information system, when required. NIST Special Publication 800-12
provides guidance on security policies and procedures.

N/A

1 N/C

9.4.3.2 Ballot
decryption key
reconstruction

Manufacturers SHALL provide documentation describing the
proper procedure for the authorized entity to reconstruct the
election private key to decrypt the ballots.

Inspection

Manufacturer

Loss of Confidentiality,
Integrity and/or
availability.

I=INSPECTIO
N

Authenticator
Management

11.5.2;11.5.3

AC-3.2

IAKM-1; IATS-
1

4.B.2.a(7);
4.B.3.a(11)

IA-5

AUTHENTICATOR MANAGEMENT

Control: The organization manages information system authenticators by: (i) defining
initial authenticator content; (ii) establishing administrative procedures for initial
authenticator distribution, for lost/compromised, or damaged authenticators, and for
revoking authenticators; (iii) changing default authenticators upon information system
installation; and (iv) changing/refreshing authenticators periodically.

N/A

1 N/C

9.4.3.3 Ballot
decryption key
destruction

Manufacturers SHALL document when any cryptographic keys
created or used by the system may be destroyed. The
documentation SHALL describe how to delete keys securely and
irreversibly at the appropriate time.

Inspection

Manufacturer

Loss of Confidentiality,
Integrity and/or
availability.

I=INSPECTIO
N

SC-12

Cryptographic
Key
Establishment
and Management

12.3.1;12.3.2

IAKM-1

1.G

SC-12

CRYPTOGRAPHIC KEY ESTABLISHMENT AND MANAGEMENT

Control: When cryptography is required and employed within the information system,
the organization establishes and manages cryptographic keys using automated
mechanisms with supporting procedures or manual procedures.

Supplemental Guidance: NIST Special Publication 800-56 provides guidance on
cryptographic key establishment. NIST Special Publication 800-57 provides guidance

N/A

on cryptographic key management.

1 N/C
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PE-1
PHYSICAL AND ENVIRONMENTAL PROTECTION POLICY AND PROCEDURES
FVAP UOCA Control: The organization develops, disseminates, and periodically reviews/updates: (i) 4/2/20 ]-5
a formal, documented, physical and environmental protection policy that addresses
purpose, scope, roles, responsibilities, management commitment, coordination among
Manufacturers SHALL provide user documentation explaining the . - Physical and . . org_gnlzatlongl entities, ar_ld compllance;_and (@i form_al, documented pr_ocedu_res to
. . N N A Loss of Confidentiality, _ . . DCID: B.2.a; facilitate the implementation of the physical and environmental protection policy and
9.4.4.1 Physical implementation of all physical security controls for the system, . N I=INSPECTIO Environmental PETN-1; ) " . . N
N . . . Inspection | Manufacturer |Integrity and/or PE-1 . " 15.1.1 7 Manual: 8.D associated physical and environmental protection controls. N/C
security including procedures necessary for effective use of e N Protection Policy DCAR-1 . . . . . .
availability. 2.B.4.e(5) Supplemental Guidance: The physical and environmental protection policy and
countermeasures. and Procedures . N . . - .
procedures are consistent with applicable laws, Executive Orders, directives, policies,
regulations, standards, and guidance. The physical and environmental protection policy
can be included as part of the general information security policy for the organization.
Physical and environmental protection procedures can be developed for the security
program in general, and for a particular information system, when required. NIST
Special Publication 800-12 provides guidance on security policies and procedures.
The system’s user documentation SHALL fully specify a secure,
9.4.5.1 Ballot ‘c_ount andjtransparent, workable an_d accurate process for producnjg all Inspection | Manufacturer |Loss of data Integrity IZINSPECTIO None None None None None None None None None N/C
vote total auditing records necessary to verify the accuracy of the electronic N
tabulation result.
CM-8
INFORMATION SYSTEM COMPONENT INVENTORY
Control: The organization develops, documents, and maintains a current inventory of
. the components of the information system and relevant ownership information.
Loss of system Integrity Information 1L Supplemental Guidance: The organization determines the appropriate level of
Manufacturers SHALL provide a list of all software to be installed syste or _ 3.1.9; . . 2.B.7.¢(7); pplem : - 9 . ppropri
. . . N . and availability. Provides |I=INSPECTIO System . . DCHW-1; ! |granularity for the information system components included in the inventory that are
9.5.1.1 Software list on the programmed devices of the system and installation Inspection | Manufacturer | . CM-8 7.1.1;15.1.2 | 10.2.7; N 4.B.1.c(3); N N . y . N/A N/C
N disaster recovery N Component '] 31,8812 DCSW-1 subject to management control (i.e., tracking, and reporting). The inventory of
software used to install the software. - 10.2.9; 4.B.2.b(6) | N N N y .
capability. Inventory information system components includes any information determined to be necessary
12.1.4 o . - o
by the organization to achieve effective property accountability (e.g., manufacturer,
model number, serial number, software license information, system/component owner).
The component inventory is consistent with the accreditation boundary of the
information system. Related security controls: CM-2, CM-6.
CM-8
. .. . INFORMATION SYSTEM COMPONENT INVENTORY
Manufacturers SHALL provide at a minimum, the following ) o L .
R - . . Control: The organization develops, documents, and maintains a current inventory of
information for each piece of software to be installed or used to . . L N
. N . . the components of the information system and relevant ownership information.
install software on programmed devices of the system: software . . 1.1.1; N . o N .
. Loss of system Integrity Information | . |Supplemental Guidance: The organization determines the appropriate level of
product name, software version number, software manufacturer AN . _ 3.1.9; . . 2.B.7.c(7); N : . . H .
9.5.1.2 Software . N . and availability. Provides |I=INSPECTIO System . . |cc-2.3;CcC- DCHW-1; ! |granularity for the information system components included in the inventory that are
h N name, software manufacturer contact information, type of Inspection | Manufacturer | . CM-8 7.1.1;15.1.2 | 10.2.7; A 4.B.1.c(3); N N . y . N/A N/C
information N 3 . . . disaster recovery N Component ' | 3.1;88-1.2 DCSW-1 subject to management control (i.e., tracking, and reporting). The inventory of
software (application logic, border logic, third party logic, COTS o 10.2.9; 4.B.2.b(6) |. N : N y .
H . . . capability. Inventory information system components includes any information determined to be necessary
software, or installation software), list of software documentation, 12.1.4 A 3 : o
. ™ " by the organization to achieve effective property accountability (e.g., manufacturer,
component identifier(s) (such filename(s)) of the software, type of . " 4 N
model number, serial number, software license information, system/component owner).
software component (executable code, source code, or data). . . . N .
The component inventory is consistent with the accreditation boundary of the
information system. Related security controls: CM-2, CM-6.
CM-8
INFORMATION SYSTEM COMPONENT INVENTORY
Control: The organization develops, documents, and maintains a current inventory of
111 the components of the information system and relevant ownership information.
Manufacturers SHALL provide the location (such as full path Loss of system Integrity Information 3'1'9: 2B.7.¢(7); Supplemental Guidance: The organization determines the appropriate level of
9.5.1.3 Software name or memory address) and storage device (such as type and . and availability. Provides |I=INSPECTIO System . o, DCHW-1; o ' |granularity for the information system components included in the inventory that are
A . N N y Inspection | Manufacturer | . CM-8 7.1.1;15.1.2 | 10.2.7; 4.B.1.c(3); N N . y . N/A N/C
location information part number of storage device) where each piece of software is disaster recovery N Component 1020 DCSW-1 4.B.2.(6) subject to management control (i.e., tracking, and reporting). The inventory of
installed on programmed devices of the system. capability. Inventory 12’ 1‘ 4' e information system components includes any information determined to be necessary
- by the organization to achieve effective property accountability (e.g., manufacturer,
model number, serial number, software license information, system/component owner).
The component inventory is consistent with the accreditation boundary of the
information system. Related security controls: CM-2, CM-6.
9.5.1.4 Election — . . . _
specific software Manufacturers SHALL identify election specific software in the Inspection | Manufacturer |No securiyt impact IZINSPECTIO None None None None None None None None Special denotation within the supplied documentation N/C
N P user documentation. N
identification
Security Design and Configuration Availability
\nformation 11y DCSW-1 SW Baseline
0.5.1.5 Installation Manl_.nfactun_ars SHALL provide a list of soﬂware_and hardware : System integrity and |=INSPECTIO System } 3'1'9:, cC-2.3; CC- DCHW-1: 2,B.7.c(7)5 A current and comprehenswg baselln_e |nven_t0ry of all software (SW) (to |nc|udm_e
required to install software on programmed devices of the system | Inspection | Manufacturer L CM-8 7.1.1;15.1.2 | 10.2.7; ; 4.B.1.c(3); |manufacturer, type, and version and installation manuals and procedures) required to  |N/A N/C
software and hardware |, . availability N Component ' | 3.1;88-1.2 DCSW-1 ! N . . S
in the user documentation. Inventor 10.2.9; 4.B.2.b(6) |support DoD information system operations is maintained by the CCB and as part of
Y 12.1.4 the C&A documentation. A backup copy of the inventory is stored in a fire-rated
container or otherwise not collocated with the original.
Security Design and Configuration Availability
\nformation 11y DCSW-1 SW Baseline
9.5.1.6 Software Manufacturers SHA‘LL document the software mslallatlo_n : System integrity and |=INSPECTIO System } 3'1'9:, cC-2.3; CC- DCHW-1; 2,B.7.c(7)5 A current and comprehenswg baselln_e |nven_t0ry of all software (SW) (to |nc|udm_e
) N procedures used to install software on programmed devices of the| Inspection | Manufacturer L CM-8 7.1.1;15.1.2 | 10.2.7; ; 4.B.1.c(3); |manufacturer, type, and version and installation manuals and procedures) required to  |N/A N/C
installation procedure availability N Component ' | 31,88-1.2 DCSW-1 ! N y N o
system. Inventor 10.2.9; 4.B.2.b(6) |support DoD information system operations is maintained by the CCB and as part of
Y 12.1.4 the C&A documentation. A backup copy of the inventory is stored in a fire-rated
container or otherwise not collocated with the original.
No direct security
implication of this addition
. The software installation procedures used to install software on to the documentation. _ . - - . . -
.9‘5'1'7 Qompller . programmed devices of the system SHALL specify that no Inspection | Manufacturer |However, installation of IZINSPECTIO None None None None None None None End user software is p_rohlblted, However, no specific guidance on compilers within the None N/C
installation prohibited " . . . ) N referenced documetation.
compilers SHALL be installed on the programmed device. compilers could impact
confidentiality, availablity
and integrity.
. . " Approved software use System and . .
9.5.1.8 Procurement of The software |nsta||at|on‘procedures SHALL specify that system . only. Potential loss of I=INSPECTIO Services ) beib: B.2..a, No direct security implication of this addition to the documentation. However,
software SHALL be obtained from the VSTL or approved Inspection | Manufacturer A 3 SA-1 o " 12.1;15.1.1 3 - DCAR-1 Manual: | N " . N - - . . None N/C
system software AP - availability, integrity and  |N Acquisition Policy installation of compilers could impact confidentiality, availablity and integrity.
distribution repositories. . o 2.B.4.e(5)
confidentiality. and Procedures
MP-1
MEDIA PROTECTION POLICY AND PROCEDURES
9.5.1.9 Erasable The software installation procedures SHALL specify how _ Media Protection ) . . beib: B 2,'3 Control: The organization d?VEIOPS' wssem!nates, and periodically reviews/updates: (i Recommend that DoD
. N . . L . P - |IFINSPECTIO MP-1 ; 10.1.1; 10.7; PESP-1; Manual:; |a formal, documented, media protection policy that addresses purpose, scope, roles, N
storage media previously stored information on erasable storage media is Inspection | Manufacturer |Medium: Loss of Integrity Policy and ) 8.2 - . Lo " o o o IIA guidance for erasable
. B " 5 N MP-6 15.1.1;15.1.3 DCAR-1 2.B.6.c(7); [responsibilities, management commitment, coordination among organizational entities, "
preparation removed before installing software on the media. Procedures " . - " media be used.
8.B.2 and compliance; and (i) formal, documented procedures to facilitate the
implementation of the media protection policy and associated media protection
controls.
MP-1
MEDIA PROTECTION POLICY AND PROCEDURES
9.5.1.10 Installation The software installation procedures SHALL specify that _ Media Protection N . . beib: B'?,'a Control: The organization d?VEIOPS' q|ssem!nates, and periodically reviews/updates: (i
. . ; . F— - |IFINSPECTIO ; 10.1.1; 10.7; PESP-1; Manual:; |a formal, documented, media protection policy that addresses purpose, scope, roles,
media unalterable unalterable storage media SHALL be used to install software on | Inspection | Manufacturer |Medium: Loss of Integrity MP-1 Policy and ) 8.2 - . Lo " o o o N/A N/C
" N N 15.1.1;15.1.3 DCAR-1 2.B.6.c(7); [responsibilities, management commitment, coordination among organizational entities,
storage media programmed devices of the system. Procedures " . - "
8.B.2 and compliance; and (i) formal, documented procedures to facilitate the
implementation of the media protection policy and associated media protection
controls.
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9.5.1.11 Software
hardening

Manufacturers SHALL provide documentation that describes the
hardening procedures for the system.

Inspection

Manufacturer

High: Loss of Integrity,
Availability, and/or
Confidentiality

I=INSPECTIO
N

SA-11

Developer
Security Testing

125.1;1252

3.2.1;
32.2;
10.2.5;
12.15

S$S-3.1; CC-
21

FVAP

E3.4.4

UOCA

4.B.4.b(4)

NIST SP800-137: A security configuration checklist, sometimes referred to as a
lockdown guide, hardening guide, or benchmark configuration, is essentially a
document that contains instructions or procedures for configuring an information
technology (IT) product to a baseline level of security.

SA-11

DEVELOPER SECURITY TESTING

Control: The organization requires that information system developers create a security
test and evaluation plan, implement the plan, and document the results.
Supplemental Guidance: Developmental security test results are used to the greatest
extent feasible after verification of the results and recognizing that these results are
impacted whenever there have been security relevant modifications to the information
system subsequent to developer testing. Test results may be used in support of the
security certification and accreditation process for the delivered information system.
Related security controls: CA-2, CA-4.

N/A

4/2/20

N/C

15

9.6.1 Setup inspection
process

Manufacturers SHALL provide a setup inspection process that the
system was designed to support.

Inspection

Manufacturer

High: Loss of Integrity,
Availability, and/or
Confidentiality

I=INSPECTIO
N

None

None

None

None

None

None

None

DCID 6/3 Requirement:

4.B.2.b(7)(b) A test plan and procedures shall be developed and include:
4.B.2.b(7)(b)(1) A detailed description of the manner in which the system’s

Security Support Structure meets the technical requirements for the Protection Levels
and Levels-of-Concern for integrity and

availability.

4.B.2.b(7)(b)(2) A detailed description of the assurances that have been implemented,
and how this implementation will be verified.

4.B.2.b(7)(b)(3) An outline of the inspection and test procedures used to verify this
compliance.

N/A

N/C

9.6.1.1 Minimum
properties included in a
setup inspection
process

A setup inspection process SHALL, at a minimum, include the
inspection of system software, storage locations that hold election
information that changes during an election, and execution of
logic and accuracy testing related to readiness for use in an
election.

Inspection

Manufacturer

High: Loss of Integrity,
Availability, and/or
Confidentiality

I=INSPECTIO
N

SA-5

Information
System
Documentation

10.7.4

3.23;
3.2.4;
3.2.38;
12.1.1;
12.1.2;
12.1.3;
12.1.6;
1217

CC-2.1

DCCs-1;
DCHW-1;
DCID-1; DCSD:
1, DCSW-1;
ECND-1;
DCFA-1

4.B.2.b(2);

4.B.2.b(3);

4.B.4.b(4);
9.c3

SA-5

INFORMATION SYSTEM DOCUMENTATION

Control: The organization obtains, protects as required, and makes available to
authorized personnel, adequate documentation for the information system.
Supplemental Guidance: Documentation includes administrator and user guides with
information on: (i) configuring, installing, and operating the information system; and (ii)
effectively using the system’s security features. When adequate information system
documentation is either unavailable or non existent (e.g., due to the age of the system
or lack of support from the vendor/manufacturer), the organization documents attempts
to obtain such documentation and provides compensating security controls, if needed.

N/C

9.6.1.2 Setup
inspection record
generation

The setup inspection process SHALL describe the records that
result from performing the setup inspection process.

Inspection

Manufacturer

I=INSPECTIO
N

None

None

None

None

None

None

None

NIST SP800-100 States: In addition, developing a security requirements checklist
based on the security requirements specified for the system during the conceptual,
design, and implementation phases of the SDLC can be used to provide a 360-degree
inspection of the system.

N/C

9.6.1.3 Installed
software identification
procedure

Manufacturers SHALL provide the procedures to identify all
software installed on programmed devices.

Inspection

Manufacturer

High: Loss of Integrity,
Availability, and/or
Confidentiality

I=INSPECTIO
N

Sl-1

System and
Information
Integrity Policy
and Procedures

15.1.1

11

DCAR-1

DCID: B.2.a;
Manual:
2.B.4.e(5);
5.B.1.b(1)
5.B.2.a(5)(a)
1)

SI-1

SYSTEM AND INFORMATION INTEGRITY POLICY AND PROCEDURES

Control: The organization develops, disseminates, and periodically reviews/updates: (i)
a formal, documented, system and information integrity policy that addresses purpose,
scope, roles, responsibilities, management commitment, coordination among
organizational entities, and compliance; and (i) formal, documented procedures to
facilitate the implementation of the system and information integrity policy and
associated system and information integrity controls.

Supplemental Guidance: The system and information integrity policy and procedures
are consistent with applicable laws, Executive Orders, directives, policies, regulations,
standards, and guidance. The system and information integrity policy can be included
as part of the general information security policy for the organization. System and
information integrity procedures can be developed for the security program in general,
and for a particular information system, when required. NIST Special Publication 800-
12 provides guidance on security policies and procedures.

N/A

N/C

9.6.1.4 Software
integrity verification
procedure

Manufacturers SHALL describe the procedures to verify the
integrity of software installed on programmed devices of system.

Inspection

Manufacturer

High: Loss of Integrity,
Availability, and/or
Confidentiality

I=INSPECTIO
N

SI-1

System and
Information
Integrity Policy
and Procedures

15.1.1

11

DCAR-1

DCID: B.2.a;
Manual:
2.B.4.e(5);
5.B.1.b(1)
5.B.2.a(5)(a)
1)

SI-1

SYSTEM AND INFORMATION INTEGRITY POLICY AND PROCEDURES

Control: The organization develops, disseminates, and periodically reviews/updates: (i)
a formal, documented, system and information integrity policy that addresses purpose,
scope, roles, responsibilities, management commitment, coordination among
organizational entities, and compliance; and (i) formal, documented procedures to
facilitate the implementation of the system and information integrity policy and
associated system and information integrity controls.

Supplemental Guidance: The system and information integrity policy and procedures
are consistent with applicable laws, Executive Orders, directives, policies, regulations,
standards, and guidance. The system and information integrity policy can be included
as part of the general information security policy for the organization. System and
information integrity procedures can be developed for the security program in general,
and for a particular information system, when required. NIST Special Publication 800-
12 provides guidance on security policies and procedures.

N/A

N/C

9.6.1.5 Election
information value

Manufacturers SHALL provide the values of system storage
locations that hold election information that changes during the
election, except for the values set to conduct a specific election.

Inspection

Manufacturer

Medium: Loss of Integrity,
Availability and/or
confidentiality

I=INSPECTIO
N

Media Storage

10.7.1;10.7.2;
10.7.3; 10.7.4;
15.13

AC-3.1

PESS-1

2.8.9.b(4);
4.8.1.a(7)

MP-4
MEDIA STORAGE

Control: The organization physically controls and securely stores information system
media within controlled areas.

N/C

9.6.1.6 Maximum
values of election
information storage
locations

Manufacturers SHALL provide the maximum values for the
storage locations where election information is stored.

Inspection

Manufacturer

Medium: Loss of Integrity,
Availability and/or
confidentiality

I=INSPECTIO
N

Media Storage

10.7.1;10.7.2;
10.7.3; 10.7.4;
15.13

10.1.2

AC-3.1

PESS-1

2.B.9.b(4);
4.B.1.a(7)

MP-4
MEDIA STORAGE

Control: The organization physically controls and securely stores information system
media within controlled areas.

N/C

9.6.1.7 Backup power
operational range

Manufacturers SHALL provide the nominal operational range for
the backup power sources of the voting system.

Inspection

Manufacturer

Medium: Loss of Integrity,
Availability and/or
confidentiality

I=INSPECTIO
N

PE-11

Emergency
Power

9.2.2

7.1.18

SC-2.2

COPS-1;
COPS-2;
COPS-3

6.8.2.a(6);
6.8.2.a(7)

PE-11

EMERGENCY POWER

Control: The organization provides a short-term uninterruptible power supply to
facilitate an orderly shutdown of the information system in the event of a primary power
source loss.

Supplemental Guidance: None.

N/C

9.6.1.8 Backup power
inspection procedure

Manufacturers SHALL provide the procedures to inspect the
remaining charge of the backup power sources of the voting
system.

Inspection

Manufacturer

Medium: Loss of Integrity
and/or Availability

I=INSPECTIO
N

PE-1

Physical and
Environmental
Protection Policy
and Procedures

15.1.1

PETN-1;
DCAR-1

DCID: B.2.a;
Manual:
2.B.4.e(5)

8.D

PE-1

PHYSICAL AND ENVIRONMENTAL PROTECTION POLICY AND PROCEDURES
Control: The organization develops, disseminates, and periodically reviews/updates: (i)
a formal, documented, physical and environmental protection policy that addresses
purpose, scope, roles, responsibilities, management commitment, coordination among
organizational entities, and compliance; and (i) formal, documented procedures to
facilitate the implementation of the physical and environmental protection policy and
associated physical and environmental protection controls.

S
>

N/C

9.6.1.9 Cabling
connectivity inspection
procedure

Manufacturers SHALL provide the procedures to inspect the
connectivity of the cabling attached to the vote capture device.

Inspection

Manufacturer

Medium: Loss of Integrity
and/or Availability

I=INSPECTIO
N

Physical and
Environmental
Protection Policy
and Procedures

15.1.1

PETN-1;
DCAR-1

DCID: B.2.a;
Manual:
2.B.4.e(5)

8.D

PE-1

PHYSICAL AND ENVIRONMENTAL PROTECTION POLICY AND PROCEDURES
Control: The organization develops, disseminates, and periodically reviews/updates: (i)
a formal, documented, physical and environmental protection policy that addresses
purpose, scope, roles, responsibilities, management commitment, coordination among
organizational entities, and compliance; and (i) formal, documented procedures to
facilitate the implementation of the physical and environmental protection policy and
associated physical and environmental protection controls.

S
>

N/C

9.6.1.10
Communications
operational status
inspection procedure

Manufacturers SHALL provide the procedures to inspect the
operational status of the communications capabilities of the vote
capture device.

Inspection

Manufacturer

Medium: Loss of Integrity
and/or Availability

I=INSPECTIO
N

PE-1

Physical and
Environmental
Protection Policy
and Procedures

15.1.1

PETN-1;
DCAR-1

DCID: B.2.a;
Manual:
2.B.4.e(5)

8.D

R
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PE-1

PHYSICAL AND ENVIRONMENTAL PROTECTION POLICY AND PROCEDURES
Control: The organization develops, disseminates, and periodically reviews/updates: (i)
a formal, documented, physical and environmental protection policy that addresses
purpose, scope, roles, responsibilities, management commitment, coordination among
organizational entities, and compliance; and (i) formal, documented procedures to
facilitate the implementation of the physical and environmental protection policy and
ars]gf_o%d physical and environmental protection controls.

S
>

N/C

\ersion

"




PE-4
ACCESS CONTROL FOR TRANSMISSION MEDIUM
Control: The organization controls physical access to information system distribution
9.6.1.11 FVAP UOCA and transmission lines within organizational facilities. 4/2/20 ]-5
Communications on/off Manufacturers SHALL provu_:ie t_he procedqrgs to inspect the : Medium: Loss of Integrity |I=INSPECTIO Access Coptrpl 722 8D.2: Supplemen_tal }Guu_:iance: Physical proteptlons applied to |pf0rm§\tlon system t_jlstrlbunon
N N on/off status of the communications capabilities of the vote Inspection | Manufacturer I PE-4 for Transmission 9.2.3 - - and transmission lines help prevent accidental damage, disruption, and physical N/A 1 1 1 1 N/C
status inspection N and/or Availability N . 16.2.9 4.B.1.a(8) N - N .
capture device. Medium tampering. Additionally, physical protections are necessary to help prevent
procedure A . " L o .
eavesdropping or in transit modification of unencrypted transmissions. Protective
measures to control physical access to information system distribution and transmission|
lines include: (i) locked wiring closets; (ii) disconnected or locked spare jacks; and/or
(iii) protection of cabling by conduit or cable trays.
9.6.1.12 Consumables [Manufacturers SHALL provide a list of consumables associated |=INSPECTIO
quantity of vote capture [with the vote capture device, including estimated number of Inspection | Manufacturer |No known security risk. N None None None None None None None No specific IA Control referenced. None 1 1 1 N/C
device usages per quantity of consumable.
Manufacturers SHALL provide the procedures to inspect the _
.9'6'1'1.3 Consumable remaining amount of each consumable of the vote capture Inspection | Manufacturer |No known security risk. IZINSPECTIO None None None None None None None No specific IA Control referenced. None 1 1 1 N/C
inspection procedure | 10 o N
3(’]?:(’;;4 tﬁ?:bdr:\iligz of Manufacturers SHALL provide a list of components associated |=INSPECTIO
com orll)ents nominal with the vote capture devices that require calibration and the Inspection | Manufacturer |No known security risk. N None None None None None None None No specific IA Control referenced. None 1 1 1 N/C
rangz nominal operating ranges for each component.
9.6.1.15 Calibration of
vote capture QeV|ce_ Ma_nufapturers SHALL provide the procedures to inspect the Inspection | Manufacturer |No known security risk. IZINSPECTIO None None None None None None None No specific IA Control referenced. None 1 1 1 N/C
components inspection |calibration of each component. N
procedure
CM-1
CONFIGURATION MANAGEMENT POLICY AND PROCEDURES
9.6.1.16 Calibration of Configuration DCCB-1; DCID: B.2.a |Control: The organization develops, disseminates, and periodically reviews/updates: (i)
vote capture device Manufacturers SHALL provide the procedures to adjust the " Calibration could impact |I=INSPECTIO Management 12.4.1;125.1; DCPR-1; Manual:  [a formal, documented, configuration management policy that addresses purpose,
S Inspection | Manufacturer . CM-1 " - N . . " S N/A 1 1 1 N/C
components calibration of each component. system Integrity N Policy and 15.1.1 DCAR-1; 2.B.4.e(5); |scope, roles, responsibilities, management commitment, coordination among
adjustment procedure Procedures E3.3.8 5.B.2.a(5) |organizational entities, and compliance; and (i) formal, documented procedures to
facilitate the implementation of the configuration management policy and associated
configuration management controls.
CM-1
CONFIGURATION MANAGEMENT POLICY AND PROCEDURES
9.6.1.17 Checklist of Checklists are important Configuration DCCB-1; DCID: B.2.a |Control: The organization develops, disseminates, and periodically reviews/updates: (i)
L Manufacturers SHALL provide a checklist of other properties of . P! " ' [I=INSPECTIO Management 12.4.1;125.1; DCPR-1; Manual: [a formal, documented, configuration management policy that addresses purpose,
properties to be . Inspection | Manufacturer |but may not have direct CM-1 " - N . . " o N/A 1 1 1 N/C
inspected the system to be inspected. impact on security N Policy and 15.1.1 DCAR-1; 2.B.4.e(5); scope, ro!es, respp_n5|b|||t|es. maqagemem co_l_'nmltment, coordination among
: Procedures E3.3.8 5.B.2.a(5) |organizational entities, and compliance; and (i) formal, documented procedures to
facilitate the implementation of the configuration management policy and associated
configuration management controls.
SA-5
3.2.3; INFORMATION SYSTEM DOCUMENTATION
The system operations manual SHALL provide all information 3.2.4; DCCS-1; Control: The organization obtains, protects as required, and makes available to
necessary for system set up and use by all personnel who High: Loss of Integrit Information 3.2.8; DCHW-1; 4.B.2.b(2); |authorized personnel, adequate documentation for the information system.
9.7.1.1 System administer and operate the system at the state and/or local . gh: Los gy, I=INSPECTIO 12.1.1; DCID-1; DCSD{ 4.B.2.b(3); |Supplemental Guidance: Documentation includes administrator and user guides with
: N ) ) . iy Inspection | Manufacturer |Availability, and/or SA-5 System 10.7.4 N Ccc-2.1 A A - . . L " N . 3 N . [N/A 1 1 1 1 1 N/C
operations manual election offices and at the kiosk locations, with regard to all Confidentialit N Documentation 12.1.2; 1, DCSW-1; | 4.B.4.b(4); [information on: (i) configuring, installing, and operating the information system; and (ii)
system functions and operations identified in Section 9.3 System Y 12.1.3; ECND-1; 9.C.3 effectively using the system’s security features. When adequate information system
Functionality Description. 12.1.6; DCFA-1 documentation is either unavailable or non existent (e.g., due to the age of the system
1217 or lack of support from the vendor/manufacturer), the organization documents attempts
to obtain such documentation and provides compensating security controls, if needed.
3.2.3;
3.2.4; DCCs-1;
The system operations manual SHALL contain all information that High: Loss of Integrity. Information 3.2.8; DCHW-1; 4.B.2.b(2);
.. _|is required for the preparation of detailed system operating . I ' I=INSPECTIO | 12.1.1; g DCID-1; DCSD{ 4.B.2.b(3); . L "
9.7.1.2 Support training pracedures and for the training of administrators, state and/or Inspection | Manufacturer é‘éilfl:jbel::?léliimdlor N SA-5 gﬁljrr:emaﬁon 10.7.4 1212 Ccc-2.1 1,DCSW-1; | 4.B.4.b(4): Nothing found about training the operators! 1 1 1 1 1 N/C
local election officials, election judges, and kiosk workers. 4 12.1.3; ECND-1; 9.C3
12.1.6; DCFA-1
12.1.7
3.2.3;
3.2.4; DCCs-1;
. . . . . 3.2.8; DCHW-1; 4.B.2.b(2); [DCSQ-1 Software Quality
. Manl._nfacturers SHALL prowde_a summary of syvstem opg_ra‘\tlng . ngh. Lg;s of Integrity, I=INSPECTIO Information 12.1.1; DCID-1; DCSD{ 4.B.2.b(3); |Software quality requirements and validation methods that are focused on the
9.7.2.1 Functions functions to permit understanding of the system's capabilities and | Inspection | Manufacturer |Availability, and/or SA-5 System 10.7.4 N CcC-2.1 A A M . s . . A 1 1 1 1 1 N/C
constraints Confidentiality N Documentation 12.1.2; 1;DCSW-1; | 4.B.4.b(4); mln!mlz_e_\tlon of flawed or malformed softw_a_re that can negatively impact |nt¢g_r|‘ty or
) 12.1.3; ECND-1; 9.C3 availability (e.g., buffer overruns) are specified for all software development initiatives.
12.1.6; DCFA-1
12.1.7
DCPR-1 CM Process
6.1.8: A configuration management (CM) process is implemented that includes requirements
L for:
15'1'1f (1) Formally documented CM roles, responsibilities, and procedures to include the
15.1.4; B . N
- . 6.2.2;6.2.3; ! . management of IA information and documentation;
The roles of operating personnel SHALL be identified and related High: Loss of Integrity, I=INSPECTIO Account 8.3.3;11.2.1; 15.15; 1 AC-2.1; AC- (2) A configuration control board that implements procedures to ensure a security
9.7.2.2 Roles ' operating p Inspection | Manufacturer |Availability, and/or = AC-2 =3 Aebl 9518 |22;ac32; | 1AACL 4B2.a@3) |\9 9 pre P : ) A 1 1 1 N/C
to the functions of the system. N - N Management 11.2.2;11.2.4; N review and approval of all proposed DoD information system changes, to include inter-
Confidentiality 15.2.2; SP-4.1 ) ! ) .
11.7.2 N connections to other DoD information systems;
16.1.3; N N N . . . .
1615 (3) A testing process to verify proposed configuration changes prior to implementation
16 '2 'lé in the operational environment; and
- (4) A verification process to provide additional assurance that the CM process is
working effective
Totals| 150 | 246 | 191 41 | 130 | 88 | 186 28 58 15
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NIST Security Objective

Potential Impact

Low

Medium

High

Confidentialy

Preserving authorized restrictions on
information access and disclosure,
including means for protecting personal
privacy and proprietary information.

[44 U.S.C., SEC. 3542]

The unauthorized disclosure
of information could be
expected to have a limited
adverse effect on
organizational operations,
organizational assets, or
individuals.

The unauthorized
disclosure of information
could be expected to have
a serious adverse effect on
organizational operations,
organizational assets, or
individuals.

The unauthorized
disclosure of information
could be expected to have
a severe or catastrophic
adverse effect on
organizational operations,
organizational assets, or

Integrity

Guarding against improper information
modification or destruction, and includes
ensuring information non repudiation and
authenticity.

[44 U.S.C., SEC. 3542]

The unauthorized modification
or destruction of information
could be expected to have a
limited adverse effect on
organizational operations,
organizational assets, or
individuals.

The unauthorized
modification or destruction
of information could be
expected to have a serious
adverse effect on
organizational operations,
organizational assets, or
individuals.

The unauthorized
modification or destruction
of information could be
expected to have a severe
or catastrophic adverse
effect on organizational
operations, organizational
assets, or individuals.

Availability

Ensuring timely and reliable access to
and use of information. Basic Testing A
test methodology that assumes no
knowledge of the internal structure and
implementation detail of the assessment
object.

[44 U.S.C., SEC. 3542]

The disruption of access to or
use of information or an
information system could be
expected to have a limited
adverse effect on
organizational operations,
organizational assets, or
individuals.

The disruption of access to
or use of information or an
information system could
be expected to have a
serious adverse effect on
organizational operations,
organizational assets, or
individuals.

The disruption of access
to or use of information or
an information system
could be expected to have
a severe or catastrophic
adverse effect on
organizational operations,
organizational assets, or
individuals.
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